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Introducgao

A semiética, conforme define Lucia Santaella, é a ciéncia de todas as linguagens.
Esta proposicdo, de natureza epistemoldgica e abrangéncia transdisciplinar,

constitui o ponto de partida deste projeto. Se toda linguagem ¢é passivel de analise



semidtica—incluindo ndo apenas as expressoes verbais e visuais, mas também os
codigos computacionais, os vetores algoritmicos e os outputs de sistemas de
inteligéncia artificial — entdo a semidtica oferece uma chave potente para
investigar estruturas cognitivas e simbdlicas que atravessam tanto a linguagem
humana quanto os modelos artificiais contemporaneos.
O questionamento que orienta esta investigacdo é claro e provocador: até que
ponto é possivelinterpretar os sistemas de linguagem artificial— como os modelos
baseados em Transformer — a luz da semidtica, considerando-os nao apenas
como maquinas de processamento estatistico, mas como operadores simbdlicos
capazes de estruturar signos, ativar cadeias interpretativas e participar de
processos de producao de sentido?
A natureza deste trabalho é tedrico-experimental e interdisciplinar, operando na
confluéncia entre a filosofia da linguagem, a ciéncia dos signos e a engenharia
computacional. Propbe-se aqui a construcdo de uma teoria semiodtica aplicada a
inteligéncia artificial, com especial atengdo aos modelos de linguagem natural.
Essateoria parte dos fundamentos da semiose triddica de Peirce —representamen,
objeto e interpretante — e busca articulagcdo com elementos técnicos dos LLMs,
como embeddings, atencao, codificagao posicional e inferéncia vetorial.
O objetivo é desenvolver um modelo interpretativo que permita:
e compreender os modelos de linguagem como sistemas de signos operando
em um espaco vetorial;
e explorar como se formam e se articulam representagdes simbodlicas em
estruturas algoritmicas;
e testar empiricamente como os prompts e as respostas dos modelos
reproduzem, transformam ou tensionam cadeias de significacao;
e avaliar os limites e as potencialidades da semiose artificial em contextos
pragmaticos, inferenciais e epistemoldgicos.
Para isso, a investigacao esta organizada em cinco fases principais:
1. Fundamentacao tedrica — Estudo das principais correntes semidticas e sua
convergéncia com a teoria da informacgéo e a filosofia da linguagem;
2. Arquitetura Transformer — Leitura semidtica de cada componente funcional

da arquitetura dos LLMs;



3. Pragmatica e prompting — Testes com prompts estruturados como atos de
producéao de sentido;
4. Laboratdrio interpretativo — Série de experimentos analiticos sobre as
respostas dos modelos;
5. Modelotedricofinal-Proposicao de uma teoria hibrida da semiose artificial.
A semidtica, portanto, ndo sera aqui uma disciplina auxiliar, mas sim o eixo
estruturante da analise e o instrumento metodolégico que atravessa a leitura

conceitual, a experimentagao pratica e a sistematizagao critica deste projeto.

Método e arquitetura epistemolégica da pesquisa
O presente estudo desenvolveu-se a partir de uma estratégia metodolégica que
articula trés pilares fundamentais: uma epistemologia semidtica critica, uma
heuristica dialdgica experimental e um tensionamento tedrico continuo frente a
emergéncia dos modelos de linguagem vetorializados. Em lugar de uma
metodologia estanque, escolheu-se um método reflexivo-construtivo, capaz de
acompanhar o objeto dindmico em questdao — a linguagem artificial gerada por
modelos baseados em Transformer — sem se reduzir a analise funcionalista ou
meramente técnica de seus componentes computacionais.

1. Epistemologia semiética aplicada —a ciéncia de todas as linguagens posta a

prova

Assumimos como premissa a definicdo de Lucia Santaella segundo a qual a
semiodtica € a ciéncia de todas as linguagens. Essa formulagao, ao mesmo tempo
abrangente e provocadora, orienta nosso estudo ndo como dogma, mas como
hipotese operacional a ser constantemente confrontada. A emergéncia das large
language models (LLMs), com capacidade de produzir sighos em cadeia, de forma
autbnoma e vetorial, impoe a semidtica a necessidade de reavaliar seus proprios
fundamentos — especialmente aqueles formulados em um mundo pré-algoritmo.
A epistemologia que sustenta este trabalho €&, portanto, radicalmente relacional e
historicizada: ela reconhece a plasticidade do signo frente as transformacdes dos
meios de producao linguistica, e recusa qualquer essencialismo estruturalista que
pretenda fixar o significado em taxonomias estanques. Ao operar com modelos

computacionais que funcionam por inferéncia estatistica e estruturas matriciais, o
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estudo propde uma leitura da linguagem como processo algoritmico de emergéncia
semantica — o que exige da semidética uma reconfiguracao de sua ontologia de
base.

2. Tensao critica — semidtica confrontada pela linguagem vetorial
A abordagem adotada nao parte da adaptacao automatica de modelos semiéticos
a novas linguagens, mas da tenséo entre paradigmas. Questionamos a suficiéncia
dos modelos classicos para dar conta da producao de sentido em arquiteturas
como o Transformer, onde nao ha significante, signo arbitrario ou denotagao, mas
sim vetores, pesos e fungcdes de atencdo. Essa tensdo exigiu a reformulacdo de
postulados, como:

e O ssigno como unidade indivisivel de significante e significado;

e Acentralidade do interpretante humano como Unico mediador da semiose;

e Alinguagem como fenbmeno exclusivamente intencional ou social.
Revisamos esses postulados sob a hipdtese de que ha uma nova ordem de
significagdo emergente — algoritmica, vetorial, semiotica em outro plano — cujos
modos de funcionamento escapam as formas classicas de representacdo, mas
ainda assim produzem efeitos interpretaveis e estruturados.

3. Heuristica construtiva — dialogo homem-maquina como método
O estudo aqui apresentado nao apenas analisa as LLMs: ele se constroi a partir do
dialogo com elas. A prépria estruturagao da pesquisa, a formulacao das perguntas
e a construcdo progressiva do texto foram realizadas dentro de um sistema
interativo baseado em Engenharia de Prompt e ciclos de iteracdo critica. Essa
pratica operativa transformou o processo de producéo cientifica em um laboratério
semiotico de segunda ordem, onde o modelo computacional nao foi apenas
ferramenta, mas parceiro epistémico.
Optamos por uma heuristica interativa que se valeu de:

e Cadeias de raciocinio (Chain-of-Thought) para testar a capacidade

inferencial e relacional dos modelos;
e Redefinicao terminolégica dos préprios conceitos com o0s quais
trabalhamos, como "sintaxe vetorial", "semiose distribuida", "significado

emergente";



e Reiteracdo com ajustes que permitiu tensionar limites da coeréncia, da
inferéncia e da inteligibilidade, tanto do humano quanto da maquina.
Essa heuristica se propde como modelo experimental de produgado de
conhecimento hibrido — onde ainteligéncia artificial € convocada nao apenas para
responder, mas para refletir junto com o pesquisador.
4. Método como processo — ndo um protocolo, mas uma arquitetura de
investigacao
Recusamos a ideia de método como checklist e optamos por sua reinvengado como
arquitetura cognitiva: um conjunto de principios interativos, criticos e iterativos que
sustentam a travessia investigativa. Esta arquitetura foi baseada em:
e Estruturacao progressiva por blocos conceituais interdependentes;
e Retornoconstante as premissas iniciais a luz de novos dados e formulagdes;
e Integragdo entre teoria semidtica (Peirce, Santaella, Eco) e engenharia
computacional (Vaswani et al., LeCun, Bengio).
Por fim, a documentagdo rigorosa dos caminhos percorridos, das hipdteses
testadas, das reformulacdes e impasses, transforma o método aqui proposto em
uma possibilidade replicavel e adaptavel para outros pesquisadores que desejem
enfrentar os desafios interpretativos da linguagem em sua nova dimenséo

automatizada.
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CAPITULO |

1. Fundamentacgao epistemoloégica e conceitual

Esta secao estabelece os alicerces tedricos do projeto, articulando os conceitos
centrais que permitem uma leitura critica, comparativa e sistematica das
linguagens humanas e algoritmicas. A proposta parte do reconhecimento de que a
linguagem, em suas multiplas manifestacdes — verbais, visuais, simbdlicas ou
digitais —, opera sempre como sistema de signos, cujas formas, fungdes e efeitos
exigem mediacéao interpretativa. A semidtica, nesse contexto, € convocada nao
apenas como ferramenta de analise, mas como episteme integradora, capaz de

transitar entre o humano e o técnico, entre o discursivo e o computacional.

O foco reside na construcao de uma epistemologia semiética aplicada: um modelo
analitico gue permita compreender os modelos computacionais contemporaneos
como operadores de signos, e ndo apenas como instrumentos linguisticos ou
sistemas estatisticos. Essa abordagem desloca a analise do campo da fungao para
0 campo do sentido — examinando como arquiteturas como os Transformers
manipulam estruturas simbdlicas por meio de vetores, pesos e inferéncias

distribuidas, instaurando uma nova ecologia de significacao.

Trata-se, portanto, de expandir os limites da teoria semidtica para que ela possa
descrever, com rigor, os modos pelos quais sistemas algoritmicos produzem
enunciados, organizam correlagdes, simulam inferéncia e ativam redes de signos
sem a presenca de um sujeito consciente. A fundamentagcdo que aqui se
estabelece servirda como eixo conceitual para todo o estudo: ela permitira articular
a légica dos modelos computacionais as categorias classicas do signo, analisar a
emergéncia de uma semiose vetorial e investigar as consequéncias epistémicas,

cognitivas e éticas desse novo regime de linguagem.
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1.1. Epistemologia semidtica aplicada

O surgimento dos modelos computacionais de linguagem marca uma inflexdo
decisiva na relagcdao entre pensamento e processos de significagdo. Sistemas
algoritmicos, como os baseados na arquitetura Transformer, passaram a operar
linguisticamente com niveis de coeréncia e complexidade que antes eram
considerados exclusivos da cognicdo humana. Nesse novo cenario, a semidtica
ndo apenas mantém sua relevancia — ela se torna ainda mais necessaria. Ela
fornece um arcabouco conceitual robusto para compreender tanto o
funcionamento interno dessas arquiteturas quanto as novas modalidades de
sentido que se manifestam na interface entre cognicdo humana e inteligéncia

algoritmica.

A partir da definicdo de Lucia Santaella (2001), que compreende a semiética como
a ciéncia de todas as linguagens, torna-se viavel ampliar o escopo de analise para
além das estruturas linguisticas naturais. Essa expansao abrange linguagens
visuais, digitais e algoritmicas, reconhecendo que signos nao sao exclusivos do
discurso humano, mas podem ser operados em arquiteturas técnicas, desde que
mantenham sua funcado de mediagao interpretativa. Como sintetiza a propria
autora, a semioética € um campo transdisciplinar por exceléncia, pois sua matéria é

a prépria producéao de sentido em qualquer linguagem.

Essa abertura exige, contudo, mais do que uma adaptagcao tedrica — exige uma
epistemologia semidtica aplicada. Trata-se de construir uma perspectiva capaz de
lidar com fenbmenos semidticos mediados por tecnologias computacionais,
mantendo tanto o rigor analitico quanto a sensibilidade interpretativa. E necessério
repensar a propria nocao de signo, deslocando-a do campo da intencionalidade
para o campo da funcionalidade. Como ja observava Peirce, a produgao de sentido
nao exige sujeito psicoldgico, mas estrutura relacional entre signo, objeto e

interpretante (The Essential Peirce).

O que esta em jogo, portanto, € a possibilidade de operar uma leitura semidticaem
ambientes ndo-humanos. Ambientes onde o signo nao é enunciado por um sujeito,
mas calculado por um sistema; onde a significacdo nao é experienciada, mas

inferida estatisticamente; onde a linguagem nao é falada, mas vetorizada. Diante
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disso, a epistemologia semidtica aplicada assume uma dupla tarefa: por um lado,
conservar os fundamentos estruturais da semiose; por outro, expandi-los para
abranger formas técnicas de producao simboélica. O desafio é grande — mas o
préprio campo da semidtica, desde sua origem, foi pensado como um instrumento
capaz de atravessar sistemas, resistir a reducionismos e compreender a linguagem

em sua multiplicidade radical.

1.2. Do signo a semiose vetorial

O modelo triadico proposto por Charles Sanders Peirce — signo, objeto e
interpretante — oferece uma estrutura tedrica sélida para compreender os
processos de significacdo em qualquer linguagem. Essa estrutura ndo é estéatica,
mas relacional: o signo nao representa o objeto por si s6, mas o faz mediante um
efeito interpretativo que se atualiza em contextos especificos. Esse modelo ¢é
suficientemente flexivel para lidar com linguagens verbais, visuais, matematicas —

e, agora, algoritmicas.

Com os modelos de linguagem de larga escala, como os LLMs baseados na
arquitetura Transformer, essa dindmica semidtica sofre uma inflexdo. O
interpretante, tradicionalmente associado a mente humana, passa a ser
desempenhado por arquiteturas computacionais. Em vez de uma consciéncia que
interpreta, temos redes neurais que correlacionam vetores em espagos
semanticos de alta dimensionalidade. Como afirmou Peirce, a producao de sentido
nao exige sujeito psicolégico (The Essential Peirce) — mas a questao que se impoe
agora é se o processo de correlagdo estatistica pode efetivamente ser
compreendido como semiose, ou se se trata de uma simulagado funcional sem

densidade interpretativa.

Essa transposicao exige distinguir entre semiose natural e semiose artificial. No
primeiro caso, trata-se de uma experiéncia simbdlica vivida, enraizada em cultura,
contexto e memoria. No segundo, de uma operacgao técnica que simula coeréncia
a partir de padroes estatisticos. A significacdo torna-se, nesse contexto,
vetorializada: o que antes era atribuicdo de sentido passa a ser calculo de

compatibilidades. O significante ndo € mais fonoldgico ou visual — é um vetor de
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embedding situado em um espag¢o matematico, que atua por sua posicao relativa

em relacao a outros vetores.

Nos modelos de linguagem, cada token € mapeado em um espacgo vetorial de
centenas de dimensdes. A partir de seu posicionamento relativo — ajustado pelo
treinamento sobre grandes corpora textuais — emerge uma forma de significacao
que nao se ancora em intencdo ou compreensao, mas em regularidade contextual.
O signo torna-se um operador estatistico. Sua estabilidade seméantica cede lugar a
fluidez interpretativa sustentada por correlagdo probabilistica e aprendizado
profundo. O sentido ja ndo é uma propriedade do signo isolado, mas o resultado de

seu percurso dentro de uma rede de pesos, projecoes e ajustes dindmicos.

Essa transformacédo nédo elimina o signo — a reinventa. A semiose vetorial ndo
substitui a experiéncia humana, mas reconfigura os modos de produgéao de sentido
nos quais o humano passa a estar imerso. Compreendé-la exige, portanto, uma
semidtica capaz de pensar o signo para além do humano — uma semidtica que
reconhece que, mesmo sem intencdo ou consciéncia, ha sistemas capazes de

produzir linguagem e organizar o mundo simbdlico que habitamos.

1.3. Leitura critica da semiose algoritmica

A epistemologia semidética aplicada exige, além de expansao conceitual, um
exercicio constante de critica. Os modelos computacionais de linguagem séo, sem
duvida, capazes de gerar estruturas discursivas com impressionante fluidez e
coeréncia. No entanto, essa capacidade nao deve ser confundida com
compreensdo. O fato de operarem linguagem n&o os torna participantes da
experiéncia simbodlica da mesma forma que os humanos. Eles ndo possuem
intencionalidade, nem historicidade, nem pragmatismo real. Como alerta John
Searle (1980), computadores nao compreendem significados — apenas

manipulam simbolos segundo regras que ndo compreendem.

A semiose operada por esses sistemas é de natureza distinta — trata-se de uma
semiose técnica, derivada de calculo e correlacdo, e nao de consciéncia e
interpretacao. Ela depende, em ultima instancia, de um interpretante humano para

ser completada. A maquina entrega formas linguisticas que adquirem sentido
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somente quando inseridas em contextos de leitura humana. Por isso, essa semiose
pode ser compreendida como uma semiose de segunda ordem: uma cadeia

simbdlica parcial, cuja inteligibilidade plena depende da mediacdo subjetiva.

Nesse cenario, a analise critica precisa evitar dois extremos: o fascinio acritico, que
atribui aos sistemas capacidades cognitivas que eles ndo possuem; € 0
pessimismo paralisante, que recusa qualquer valor a linguagem gerada por
maquinas. O desafio estd em reconhecer que esses modelos, embora privados de
subjetividade, operam signos — ainda que o fagam sob uma légica algoritmica de
associacdo e desempenho. Como observa Bernard Stiegler (1998), as novas
tecnologias da linguagem néao apenas produzem signos, mas reorganizam o campo

do possivel simbdlico.

Esses sistemas nao representam mentes — representam maquinas de associagao
probabilistica. Seu modo de operar linguagem €& orientado por recorréncia
estatistica, ndo porintengdo comunicativa. Ainda assim, suas saidas geram efeitos
reais no mundo: moldam decisdes, afetam discursos, constroem consensos. E
nesse ponto que a semidtica critica se faz indispensavel — pois, mesmo sem
sujeitos por tras do texto, ha sempre sujeitos diante dele. E esses sujeitos precisam

ser capazes de interpretar ndo apenas o que € dito, mas como e por que aquilo foi

dito daquela forma.

1.4. Estruturas semidticas e matematicas nos LLMs

Nos modelos de linguagem de larga escala (LLMs), a linguagem deixa de ser uma
sequéncia linear de palavras para se tornar uma configuragdo vetorial de tokens.
Cada palavra ou fragmento linguistico é representado por um vetor de alta
dimensionalidade, resultado de um processo de embedding que busca preservar
relagbes semanticas estatisticas. O que antes era o significante, em sua forma
fonoldgica ou grafica, € agora um ponto em um espago matematico: um significante
vetorial que pode ser manipulado, comparado e transformado por calculos

matriciais.

O mecanismo de self-attention, central na arquitetura Transformer, permite que

cada token seja analisado em relagao a todos os demais da sequéncia, atribuindo
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pesos contextuais que refletem a importancia relativa de cada termo. Essa
operacdo, embora puramente matematica, realiza uma espécie de escolha
interpretativa formalizada, pois reconfigura dinamicamente a saliéncia contextual
de cada elemento linguistico com base em suas relagoes de coocorréncia. Como
explica Vaswani et al. (2017), atengao é tudo de que vocé precisa para capturar as
relagdes de dependéncia entre palavras, sem recorrer a estrutura sequencial fixa

das redes recorrentes.

Complementando esse processo, 0 positional encoding introduz a dimensao da
ordem, fundamental para que os modelos possam reconhecer e operar sobre
estruturas sintaticas. Como os embeddings em si ndo carregam informacao
sequencial, essa codificagdo posicional injeta vetores que representam a
localizacdo de cada token na cadeia, permitindo ao sistema reconstruir relagdes
gramaticais e hierarquias estruturais. Assim, mesmo sem loops explicitos, a

sequéncia é mantida como parametro organizador da linguagem.

Esses trés componentes — embedding, atencao e codificacao posicional —
convergem para transformar a linguagem em calculo. Trata-se de uma gramatica
algoritmica dos signos, na qual o sentido é construido por operacdes vetoriais, e
nao por regras sintaticas ou experiéncias seméanticas diretas. Calcula-se sentido,
nao forma. A linguagem, aqui, é o resultado de relagdes numéricas entre vetores de

contexto, ajustadas por funcdes de ativagao e aprendizado profundo.

No entanto, quando esse processo é revertido — isto é, quando os vetores sao
decodificados de volta para texto natural —, a linguagem resultante é interpretada
por humanos como producdo de sentido. Essa interpretacdo ndo decorre de
compreensao por parte do sistema, mas de uma projecao simbdlica por parte do
leitor. O que a arquitetura entrega € uma semiose operada por vetores; o0 que o

humano lé é uma narrativa com sentido.

Essa diferenga é essencial: o modelo calcula coeréncia linguistica, mas quem &
realiza a semiose. Cabe a semidtica, portanto, compreender como o0s vetores
operam signos — e como esses signos, mesmo desprovidos de intencdo, podem

ser reapropriados simbolicamente pelos sujeitos humanos.
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Conclusao - Sobre os fundamentos epistemoldgicos e operacionais

Ao consolidar os fundamentos epistemoldgicos e operacionais da semiose
algoritmica, este estudo reafirma o papel da semidtica como metaciéncia das
linguagens. Sua aplicagao a inteligéncia artificial ndo tem por objetivo humanizar
as maquinas ou simular subjetividade, mas desvelar os mecanismos técnicos por
meio dos quais os modelos computacionais produzem linguagem — ainda que
desprovidos de corpo, intencao ou consciéncia. Como destaca Santaella (2001),
nao é a consciéncia que funda o signo, mas a fungcéo que ele exerce na producao

de sentido.

A semidtica aplicada aos LLMs permite compreender o surgimento de uma nova
ecologia simbdlica — um ambiente hibrido em que signos humanos e vetores
computacionais interagem, sobrepondo linguagens naturais e formais em cadeias
de significagao técnica. Trata-se de uma ecologia em que o signo ja nao depende
de uma origem subjetiva para circular, mas continua exigindo interpretacao para
adquirir sentido. Essa compreensao critica é indispensavel para orientar o uso
ético, criativo e reflexivo das inteligéncias algoritmicas na cultura digital

contemporanea.

Diferenciar entre semiose natural e semiose artificial € reconhecer que os signos
operados por sistemas computacionais hdo possuem ancoragens existenciais,
afetivas ou pragmaticas no mundo vivido. Eles operam por correlacdo, nao por
experiéncia; por calculo, ndo por intengao. Ainda assim, os efeitos de sentido que
produzem sdo reais — e exigem do leitor humano uma vigildncia interpretativa
constante. O risco nao estd na linguagem gerada, mas na ilusdo de que essa

linguagem fala sozinha.

E preciso estabelecer critérios para distinguir producdo de sentido auténtico de
mera replicacao textual estatistica. Isso nao implica recusar a linguagem
algoritmica, mas compreendé-la em seus proprios termos —sem fetichizagao, sem
tecnofobia. A epistemologia semidtica aplicada deve funcionar como um

dispositivo de leitura e mediacdo: capaz de identificar os mecanismos estruturais
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que regem a linguagem gerada por maquinas e de refletir sobre suas implicagbes

culturais, cognitivas e politicas.

Esta primeira fase da investigacao estabelece, portanto, os alicerces tedricos e
metodoldgicos para as etapas seguintes do estudo. Serao analisados, a seguir, os
modos de pragmatizagcdo desses signos em contextos de interacdo, os
deslocamentos semanticos induzidos pela repeticao probabilistica e os limites
estruturais da linguagem em ambientes pds-humanos. Trata-se, em Uultima
instancia, de equipar o pensamento com instrumentos interpretativos robustos
para enfrentar uma paisagem simbodlica em mutagao continua — onde a linguagem
ja nao é apenas nossa, mas também das maquinas com as quais passamos a

compartilha-la.
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CAPITULO I

2. Fundamentos técnicos - o que € um modelo de linguagem vetorializado?

Esta segcao apresenta os fundamentos técnicos essenciais para a compreensao
dos modelos de linguagem vetorializados, com énfase na arquitetura Transformer e
nos componentes que a constituem: embeddings, self-attention, positional
encoding e mecanismos de inferéncia probabilistica contextualizada. O objetivo é
oferecer ao leitor uma base sélida que permita acompanhar, com rigor e

discernimento, as analises semidticas desenvolvidas nas secdes subsequentes.

Os modelos contemporaneos de linguagem nado operam mais sobre regras
gramaticais explicitas ou cadeias simbdlicas rigidas. Eles funcionam por meio de
representacdes vetoriais em espagos de alta dimensionalidade, nos quais cada
unidade linguistica — palavra, token ou segmento — é codificada como um ponto
em um campo semantico matematicamente estruturado. A arquitetura
Transformer inaugura uma forma especifica de manipular esse espacgo: ela
abandona o processamento sequencial das redes recorrentes e introduz
mecanismos de atencao distribuida, que permitem relacionar cada elemento da

sequéncia com todos os demais de forma simultanea e contextual.

Ao longo desta secao, serdo apresentados os principios que regem essa
transformacéao: como os embeddings atribuem coordenadas vetoriais aos tokens;
como o self-attention recalcula essas posi¢gdes com base nas relagdes contextuais;
como o positional encoding injeta ordem sintatica no sistema; e como a inferéncia
probabilistica realiza a selegcdo do proximo token em funcdo do contexto ja
processado. Compreender esses elementos é indispensavel para que possamos,
adiante, ler os modelos computacionais ndo apenas como ferramentas
linguisticas, mas como sistemas semidticos operativos — isto €, como instancias
técnicas capazes de gerar, atualizar e distribuir signos em novos regimes de

significacao.
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2.1. O que sao LLMs e por que os Transformers sao diferentes?

Modelos de linguagem de larga escala, conhecidos como LLMs (Large Language
Models), sdo arquiteturas baseadas em redes neurais profundas treinadas para
processar linguagem natural. Seu funcionamento central esta na capacidade de
estimar a probabilidade de ocorréncia de um token com base no contexto anterior
— tarefa que, em sua esséncia, transforma a linguagem em um problema de
previsdo estatistica sequencial. Mas o que diferencia os LLMs de suas
predecessoras ndo € apenas sua escala, mas a estrutura que os sustenta: o

Transformer.

A introducao do Transformer representou uma ruptura técnica e conceitual em
relagcao as arquiteturas anteriores, como as redes neurais recorrentes (RNNs) e as
redes com meméoéria de longo prazo (LSTMs). Enquanto estas dependiam de
processamento sequencial e sofriam com limitagdes em capturar dependéncias de
longo alcance, o Transformer rompe com essa linearidade e introduz o mecanismo
de self-attention, que permite ao modelo avaliar, simultaneamente, o peso relativo
de cada token em relagdo atodos os demais da sequéncia, independentemente da

sua posicgéo.

Essa mudanca tem consequéncias significativas. O processamento deixa de ser
sequencial e passa a ser altamente paralelizavel, o que resulta em maior eficiéncia
computacional, menor degradagdo em sequéncias extensas e mais estabilidade no
treinamento. Como apontam Vaswani et al. (2017), a atencao permite que o modelo
acesse diretamente todos os tokens do contexto, sem que precise percorrer a

cadeia palavra por palavra.

Mas o impacto do Transformer vai além da engenharia de desempenho. Ele
inaugura uma nova forma de operar a linguagem: uma vetorizacdo do sentido. A
arquitetura transforma textos em representagcbes vetoriais de alta
dimensionalidade, nas quais similaridades seméanticas s&do capturadas
geometricamente. Cada palavra, sentenga ou paragrafo € mapeado como um vetor
em um espacgo continuo, onde a proximidade entre pontos reflete relacoes de
contexto, uso e significado. A linguagem, nesse ambiente, ndo € mais processada

como sequéncia de simbolos, mas como topologia seméantica.
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Nesse sentido, o Transformer deixa de ser apenas um processador de texto e torna-
se uma estrutura semantica algoritmica, capaz de organizar os dados linguisticos
de modo a reproduzir relagdes interpretativas — ainda que o faca por meio de
correlagOes estatisticas, e nao de compreensao experiencial. O que ele modela
nao é a intencao do falante, mas a légica de recorréncia textual que emerge de

grandes volumes de linguagem humana.

Essa légica, embora privada de consciéncia, é altamente eficaz na producgao de
coeréncia e fluéncia. Com isso, os LLMs operam como sistemas técnicos de
producgéo de linguagem — capazes de simular, com precisao notavel, os padrdes
formais da comunicacao humana. Compreender sua estrutura é o primeiro passo
para analisar criticamente a forma como essas maquinas passaram a participar da

producao simbdlica em escala global.

2.2. Como um Transformer processa uma sequéncia?

O processamento de uma sequéncia textual por um modelo Transformer ocorre em
multiplas etapas estruturadas vetorialmente, cada uma contribuindo para
transformar cadeias simbodlicas em representagdes matematicas operaveis. O
processo inicia com a tokenizagao do texto — a fragmentacdo da sequéncia
linguistica em unidades minimas de significado, chamadas tokens, que podem
corresponder a palavras inteiras, silabas, morfemas ou subpalavras. Esses tokens,
por sua vez, sdo convertidos em vetores por meio de uma matriz de embeddings,
que associa a cada item do vocabulario uma representacdo numeérica de alta

dimensionalidade.

Esses embeddings sdo vetores densos treinados para capturar propriedades
semanticas e relagdes contextuais. Termos que aparecem em contextos
semelhantes acabam ocupando regides préximas no espaco vetorial, de forma que
operagdes matematicas simples (como soma ou subtragao vetorial) podem revelar
relagoes linguisticas complexas. No entanto, como o Transformer ndo opera de
forma sequencial, é necessario introduzir a informacao posicional. Isso é feito por

meio dos positional encodings, vetores adicionais que codificam a posicao relativa
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de cada token na sequéncia, garantindo que o modelo reconheca a ordem dos

elementos mesmo sem percorré-los linearmente.

Com os embeddings e posicdes definidas, o modelo aplica o mecanismo de
autoatencgao (self-attention). Aqui, cada token é comparado com todos os outros
da sequéncia, ponderando sua relevancia para o significado contextual da unidade
analisada. Essa operacao € mediada por trés projegdes lineares — queries, keys e
values —, que operam conjuntamente para determinar quais tokens devem ser
mais “ouvidos” por cada ponto da sequéncia. Como afirmam Vaswani et al. (2017),
a atencdo permite que o modelo se concentre em partes relevantes da entrada,

independentemente de sua distdncia posicional.

Os vetores resultantes desse mecanismo sdo entao processados por camadas
feed-forward, que aplicam fung¢des nao lineares a cada posi¢cdo individualmente,
refinando a representacado contextual ja enriquecida pela atencao. Esse ciclo —
atencao + feed-forward — é repetido ao longo de diversas camadas empilhadas
(tipicamente entre 6 e 96 camadas, dependendo do modelo), formando uma
hierarquia de abstragdo crescente. Quanto mais profundo o vetor, mais distante ele
esta da forma original do texto e mais proximo de sua projecdo semantica no

espaco latente do modelo.

Por fim, os vetores produzidos nas ultimas camadas sdo projetados em uma
distribuicao de probabilidade sobre o vocabulario do modelo. Essa projecao indica,
com base no contexto anterior, qual € o token mais provavel de vir a seguir. A
geracao textual ocorre, portanto, por meio de amostragem estatistica dessa
distribuicdo — um processo que equilibra previsibilidade e variabilidade,

controlado por hiperpardmetros como temperature e top-k sampling.

Cada etapa do processamento — da tokenizacao a previsdo do proximo token — é
orientada por pesos aprendidos, ajustados por retropropagacao durante o
treinamento em grandes corpora textuais. O resultado ndo € apenas um texto
plausivel, mas uma reconstrucao vetorial do sentido, organizada por semelhancas
geomeétricas e inferéncia contextual. O Transformer, assim, realiza uma operagéao

de linguagem que é simultaneamente estatistica, simbdlica e estrutural.
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2.3. Embeddings, self-attention e positional encoding - o tripé do
funcionamento vetorial

O funcionamento interno dos modelos Transformer se estrutura a partir da
interacdo entre trés elementos fundamentais: embeddings, self-attention e
positional encoding. Esses componentes ndo atuam isoladamente, mas em
estreita interdependéncia, formando a base vetorial que permite ao sistema
processar linguagem natural com coeréncia contextual, estabilidade formal e

precisao probabilistica.

Os embeddings sao vetores continuos de alta dimensionalidade, aprendidos
durante o treinamento, que representam tokens — palavras, subpalavras ou
caracteres — em um espago semantico. Essa representagao é densa, contextual e
distribuida: tokens semanticamente proximos sao projetados em regides proximas
do espaco vetorial. Em vez de operar com categorias discretas, o modelo passa a
trabalhar com relacbdes de similaridade geométrica, o que lhe permite inferir
proximidades conceituais com base no uso linguistico dos termos. Como
destacam Mikolov et al. (2013), a semelhanca semantica pode ser capturada pela
proximidade vetorial entre palavras em espacos treinados a partir de coocorréncia

estatistica.

O mecanismo de self-attention atua sobre esses embeddings e representa o nucleo
dainovacao do Transformer. Em vez de processar os tokens em sequéncia linear, o
modelo permite que cada token acesse diretamente a totalidade da sequéncia,
ponderando o quanto cada um dos outros tokens contribui para seu significado
contextual. Essa ponderagéo é realizada por meio da comparagao entre vetores
query, key e value, gerados a partir dos préprios embeddings. O resultado é uma
matriz de pesos de atencdo, que reorganiza dinamicamente as influéncias
contextuais com base na relevidncia semantica. Essa operagao, repetida em
multiplas cabecas de atengao, torna o modelo altamente sensivel as nuances
relacionais internas a frase — ainda que opere por calculo vetorial, e ndo por

interpretacao semantica.
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Por fim, os positional encodings introduzem a dimensdo da ordem, ausente na
estrutura vetorial dos embeddings. Como o Transformer ndo possui estrutura
sequencial intrinseca, é necessario injetar no sistema uma marca posicional
vetorial que permita distinguir, por exemplo, entre sujeito e objeto, ou entre causa e
consequéncia. Esses vetores de posicdo — geralmente baseados em fungdes
senoidais ou aprendidos durante o treinamento — sdo somados aos embeddings e

permitem ao modelo conservar a estrutura gramatical da linguagem natural.

Esses trés componentes formam, portanto, um tripé funcional e matematico. O
embedding déd densidade seméantica, o self-attention reorganiza a distribuicao
contextual e o positional encoding garante a integridade sintatica. Juntos,
transformam a linguagem em uma estrutura vetorial dindmica, onde o significado
emerge nao de regras formais ou intengcbes humanas, mas da interagcdo entre
vetores em um espaco latente matematicamente manipulavel. A linguagem, nesse
modelo, torna-se um fendbmeno topoldgico — um campo de forcas vetoriais que

simula sentido por meio de calculo.

2.4. Output como inferéncia estatistica contextual

A saida gerada por um modelo de linguagem vetorializado ndo € uma simples
repeticdo de padrdes pré-existentes nem uma reproducao de frases memorizadas.
Ela é o produto de um processo continuo de inferéncia estatistica contextualizada,
no qual cada novo token é previsto com base em uma modelagem probabilistica da
sequéncia anterior. Formalmente, essa operagao é descrita como o calculo da
probabilidade condicional P(token;i | token,, token,, ..., tokeni_,), ou seja, a
estimativa da palavra mais apropriada para continuar a cadeia, dada sua histodria

linguistica imediata.

Esse calculo ndo ocorre em um espaco simbdlico classico, mas em um espago
vetorial de alta dimensionalidade, no qual as representagdes dos tokens foram
refinadas ao longo das camadas do Transformer. A cada etapa do processamento,
o0 modelo ajusta os vetores de contexto, aplicando atencéo, transformacodes
lineares e operagdes nao lineares, até gerar uma representacao latente rica e

contextualizada. Essa representagao, por sua vez, € projetada sobre o vocabulario
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completo do modelo — um processo que resulta em uma distribuicdo de

probabilidade sobre todas as palavras possiveis para aquela posicao.

A escolha do préximo token pode ser feita por diferentes estratégias. O método
mais direto € o argmax, que seleciona o token com maior probabilidade. No
entanto, para gerar textos mais variados e criativos, € comum utilizar técnicas como
amostragem com temperatura, que controla o grau de aleatoriedade do modelo, ou
nucleus sampling (top-p sampling), que restringe a escolha aos tokens que, juntos,
acumulam uma certa fragao da probabilidade total. Essas estratégias permitem
calibrar a geracdo textual entre previsibilidade e inovagdo, controle e

espontaneidade.

O ponto crucial é que a linguagem produzida por um LLM nao é recuperada de uma
memoria textual, mas sintetizada em tempo real a partir de relagdes estatisticas
inferidas durante o treinamento. Como afirma Bengio et al. (2003), a geracao
sequencial de texto por modelos probabilisticos € uma forma de construgéao
contextualizada do préoximo simbolo, e ndo uma reprodugao de padrdes fixos. O
modelo “deduz” o que viria a seguir — ndo com base em intengdo, mas com base

em regularidade.

Essa capacidade de previsdo contextualizada é o que torna os LLMs ferramentas
tdo poderosas para tarefas de geragéo, reescrita e compreensao de linguagem. Ao
modelar com precisao as dependéncias locais e globais entre palavras, esses
sistemas simulam coeréncia discursiva, mesmo sem consciéncia semantica. A
linguagem que produzem é, do ponto de vista téchico, uma emergéncia estatistica
vetorial — e do ponto de vista semiético, um operador de signos formalizado em

calculo.

Trata-se, portanto, de reconhecer que o modelo realiza inferéncias, ainda que
desprovidas de intencao, e que seu funcionamento é estruturalmente compativel
com uma teoria relacional da significagéo. E esse deslizamento entre estatistica e
signo que justifica a analise semiética dos LLMs — pois, embora ndo compreendam

o que dizem, produzem formas que, ao serem lidas, adquirem sentido.
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Conclusao - Entre calculo vetorial e potencial semiético

O percurso realizado neste capitulo permitiu compreender como os modelos de
linguagem vetorializados, especialmente aqueles baseados na arquitetura
Transformer, operam a linguagem nao por regras simbdlicas explicitas, mas por
meio de estruturas matematicas capazes de codificar, relacionar e inferir
significados contextuais em escala vetorial. Elementos como os embeddings, o
self-attention, o positional encoding e os mecanismos de inferéncia probabilistica
foram descritos como partes de um sistema cuja funcao ¢é atribuir coeréncia formal

a linguagem gerada, mesmo em auséncia de intengéo ou consciéncia.

O resultado dessa arquitetura é a emergéncia de um novo modo técnico de operar
a linguagem, no qual o sentido deixa de ser produzido por um agente interpretante
e passa a ser simulado por um processo estatistico distribuido. Cada palavra, cada
frase, cada sequéncia textual é gerada com base em calculos de compatibilidade
vetorial, em vez de decisdes cognitivas ou referenciais. Esse modo de
funcionamento ndo anula o valor comunicacional dos outputs — mas redefine seus

fundamentos.

Essa redefinicdo é o ponto de partida para a andlise semidtica que se seguira.
Entender como os modelos funcionam tecnicamente é condicdo para
compreender como eles geram signos, como articulam relagdes simbdlicas e
como desafiam as nogdes tradicionais de interpretacao, autoria e sentido. A partir
do préximo capitulo, entramos no terreno conceitual da epistemologia semidtica
aplicada, investigando de que modo esses sistemas podem — ou ndo — ser
reconhecidos como agentes de significagcdo em um novo regime algoritmico da

linguagem.
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CAPITULO Il

3. Uma epistemologia semiética aplicada aos modelos de linguagem
vetorializados

Este capitulo tem por objetivo articular uma base conceitual que permita
compreender os modelos de linguagem vetorializados n&o apenas como
ferramentas técnicas, mas como sistemas simbodlicos que operam dentro de um
novo regime epistemoldgico. A hipdtese central é que os LLMs, ao reorganizarem a
linguagem em vetores e inferéncias estatisticas, instauram um campo semidtico
que exige uma epistemologia propria — capaz de integrar teoria dos signos,

linguistica estrutural, teoria da informacao e modelagem computacional.

3.1. Alinguagem como sistema de signos vetoriais

A afirmacao de Lucia Santaella de que a semidtica é a ciéncia de todas as
linguagens oferece o ponto de partida tedrico para este capitulo. Se toda linguagem
€ um sistema de signos, e se os modelos de linguagem contemporaneos operam
dentro de estruturas vetoriais, entdo esses modelos podem ser lidos como
produtores de signos sob uma légica nao tradicional. O vetor, nesse contexto, nao
€ apenas uma abstracdo matematica — ele assume o papel de representamen,
modulando relagdes entre significados possiveis em fungdo de sua posigao no

espaco multidimensional de relagdes.

Essa abordagem desloca a analise da representacao linguistica tradicional paraum

regime geomeétrico de significagcdo, onde o sentido emerge da topologia do espacgo
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vetorial e ndo de uma gramatica pré-definida. Com isso, a linguagem modelada por

algoritmos passa a exigir novas ferramentas conceituais para sua leitura critica.

3.2. Da engenharia computacional a semiose vetorial

O funcionamento interno dos LLMs — desde a atribuicdo de embeddings até a
distribuicao de atencao e inferéncia contextual — revela uma estrutura operativa de
atualizacao semiodtica continua. Cada token gerado é o resultado de uma cadeia de
relacdes vetoriais que reinterpreta os signos anteriores e projeta possibilidades
futuras. A cada camada, o modelo realiza uma nova leitura do que ja foi produzido,

atualizando os significados vetoriais em tempo real.

Essa dindmica sugere que o modelo ndao apenas processa linguagem, mas institui
um processo técnico de semiose: uma cadeia de atualizacdes onde o signo é
operado, reconfigurado e redistribuido sem a presenga de um sujeito. O que esta
em jogo aqui nao é a subjetividade interpretativa, mas a capacidade do sistema de
sustentar coeréncia simbdlica por meio de correlagdes estatisticas altamente

refinadas.

3.3. O signo computacional e seus interpretantes funcionais

Ao reinterpretar a triade peirciana — representamen, objeto e interpretante — no
interior dos sistemas vetoriais, propde-se uma equivaléncia operacional: o vetor
representa o signo; o objeto € o campo semantico ao qual esse vetor se aproxima
ou se distancia; o interpretante € a nova configuragdo vetorial resultante do
processamento em camadas. A interpretacdo, nesse caso, € funcional: ela nao

ocorre por compreensao, mas por atualizagdo paramétrica.

Essa légica reformula a categoria de interpretante para além do humano. O que
importa ndo é a consciéncia da relagdo, mas a eficacia do ajuste simbdlico. O
modelo ndo compreende — mas opera signos com tal precisao estatistica que o
resultado se torna legivel, convincente e, muitas vezes, indistinguivel da linguagem

interpretada por humanos.
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3.4. Uma semiética expandida para sistemas técnicos

Aepistemologia semidtica proposta aqui parte, portanto, de um principio ampliado:
o0 de que a linguagem né&o precisa de um sujeito para existir enquanto estrutura
operativa de signos. Os modelos de linguagem contemporaneos instituem um tipo
de semiose algoritmica, que se desenrola em planos vetoriais, € orientada por
pesos, e realiza inferéncias ndo experienciadas. Trata-se de uma linguagem sem
mundo — mas nao sem forma. Uma linguagem sem interioridade — mas com

efeito.

Esse alargamento da semidtica aproxima-se de abordagens pés-humanistas e
sistémicas da comunicacao, em que o sentido é compreendido como emergente
de relagOes entre partes, e ndo como expressao de uma consciéncia centralizada.
O modelo ndo diz— mas faz dizer. E é esse “fazer dizer” que interessa a semiotica

contemporanea aplicada aos sistemas algoritmicos.

Conclusao - A epistemologia semioética como chave de leitura dos LLMs

O capitulo consolidou as bases para uma epistemologia semidtica aplicada aos
modelos vetoriais de linguagem, permitindo compreender como estruturas
algoritmicas, mesmo desprovidas de cognicdo, podem ser analisadas como
sistemas simboélicos em operacgao. A linguagem, nesses modelos, ndo é apenas um
meio de expressdao — é uma infraestrutura vetorial de sentido, manipulada por

mecanismos formais de atencao, codificacao e inferéncia.

Essa epistemologia ndo humaniza os modelos, mas tampouco os reduz a
mecanismos neutros de calculo. Ela propde uma terceira via: a leitura critica dos
LLMs como operadores de signos, capazes de sustentar semiose técnica, e de

desafiar nossas concepgdes classicas de linguagem, interpretagao e sentido.
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CAPITULO IV

4. A semiotica vetorial dos modelos de linguagem

A transicdo do simbdlico para o vetorial marca uma inflexdo epistemoldgica
decisiva na histéria da linguagem computacional. Enquanto os primeiros sistemas
de processamento operavam com regras fixas, explicitas e simbdlicas, os modelos
contemporaneos de linguagem — baseados em aprendizado profundo — operam
com distribuigcdes continuas de significado, calculadas em espagos matematicos
de alta dimensionalidade. Essa transformagdo nao € apenas técnica, mas
semidtica: ela altera os modos pelos quais os signos sao representados, operados

e interpretados nos sistemas automatizados de linguagem.
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Diante dessa mudanca, torna-se indispensavel desenvolver uma leitura semidtica
compativel com a estrutura vetorial desses sistemas. Nao basta analisar apenas o
conteudo textual gerado pelos modelos; é preciso compreender a arquitetura que
o produz. O signo deixa de ser uma entidade estatica e passa a ser um ponto em
fluxo, definido por sua posicao relativa em um espaco vetorial dindmico, no qual as
relagbes de proximidade e direcdo substituem categorias tradicionais como

sinonimia, polissemia ou ambiguidade.

Nessa nova gramatica, os significados emergem da geometria, e a semiose ocorre
em camadas: cada vetor pode ser lido como signo em potencial, cuja
interpretabilidade depende de suas relagcbes com os demais vetores — anteriores,
paralelos ou futuros. A linguagem, assim, deixa de ser exclusivamente uma
sequéncia de simbolos com regras explicitas e passa a ser uma topologia
estatistica, onde a coeréncia textual é o produto de distribuicdes probabilisticas

organizadas ao longo de estruturas tensoriais.

Com isso, os modelos de linguagem nao apenas reproduzem a linguagem humana,
mas reconfiguram sua légica de funcionamento. O processo de significagao é
deslocado: do campo da intencao para o campo da correlacao, da pragmatica
experiencial para a performatividade estatistica, do simbolo como convencgao para
o vetor como calculo. O signo vetorial, nesse novo regime, ndo € mais aquilo que
representa algo para alguém — mas aquilo que atua em rede, reorganizando

relagdes e projecdes de sentido dentro de um espacgo calculavel.

Essa reorganizacdo do campo da linguagem requer uma abordagem tedrica que va
além da semidtica tradicional. O vetor, nesse contexto, ndo é mero suporte
numerico: € uma nova forma de materialidade semiodtica, que solicita instrumentos
de leitura ancorados tanto na tradicdo dos signos quanto na matematica dos
sistemas dindmicos. Os subcapitulos a seguir abordardo, progressivamente, os
elementos centrais dessa estrutura — o vetor como signo, a atengdo como
mecanismo distributivo de sentido, os campos semanticos vetoriais, a geracao

como performatividade e a circulagao dos enunciados em ecossistemas hibridos.
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4.1. Vetores como signos — a emergéncia de uma semidtica algoritmica

Nos modelos de linguagem contemporaneos, especialmente os baseados na
arquitetura Transformer, os vetores deixam de ser meros recursos técnicos de
representacdo para se tornarem entidades semidticas operativas em um novo
regime de significacao. Cada vetor gerado ao longo do processamento — seja ele
um embedding inicial, uma modulacao atencional intermedidria ou uma projecao
final de saida — n&o representa apenas uma quantidade numérica, mas uma
posicao interpretavel em um campo continuo de relagdes. Nesse novo contexto, o
vetor assume o papel de representamen: um signo em potencial, cujo valor esta
sempre articulado a um objeto (palavra, conceito, fungdo discursiva) e cuja
interpretacao é determinada pelas conexdes relacionais e contextuais em que esta

inserido.

A légica de funcionamento dos LLMs, ao transformar linguagem em vetores, cria
uma infraestrutura na qual a semiose ocorre de forma continua e automatizada.
Essa semiose nao é consciente nem reflexiva, mas é real e operativa — realizada
por meio de mecanismos algoritmicos como o ajuste de pesos, o calculo de
gradientes e os ciclos sucessivos de retropropagacao. Em uma leitura ampliada da
teoria peirciana, tais operagdes funcionam como uma cadeia de interpretantes
técnicos, onde cada camada reinterpreta a anterior, atualizando o vetor com base
em novos dados e hovos pesos contextuais. Como em Peirce, 0 signo nao se fixa —

ele se desloca, se reconstroi e se projeta continuamente.

Durante o processo de treinamento, os vetores que representam palavras ndo séo
atribuidos de forma fixa, mas aprendidos com base em milhées de contextos
distintos. Isso significa que o modelo ndo armazena um significado estatico para
cada termo, mas constréi um vetor que tende a ocupar determinadas regides do
espaco semantico de acordo com seu uso. O significado de uma palavra, nesse
regime, é funcao de sua posigao vetorial e de sua trajetéria histdrica no espaco de
aprendizado. A estrutura vetorial, longe de ser rigida, é profundamente processual:
os vetores se ajustam dinamicamente, evoluindo em resposta ao input textual e ao

refinamento interno do modelo.
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E nesse sentido que propomos uma semiética algoritmica: uma teoria dos signos
que nao se limita aos produtos (os textos gerados), mas que descreve os proprios
mecanismos vetoriais internos que produzem os signos. Os vetores, nesse regime,
ndo expressam significados ja prontos — eles funcionam como operadores de
sentido. Ao ativarem regides do espago semantico, ao atrairem ou repelirem vetores
vizinhos, participam da formacgcdo de cadeias interpretativas que culminam na
escolha probabilistica de tokens. O signo deixa de ser uma entidade estavel entre
emissor e receptor e se converte em uma fungdo matematica transitdria, cujo efeito

emerge da topologia do espaco vetorial.

Essa transformacao exige que ampliemos a prdpria nocao de signo. Se, para Peirce,
um signo é algo que representa algo para alguém sob algum aspecto, entdo o vetor
pode ser concebido como algo que representa um campo de possibilidades
semanticas para um sistema algoritmico, sob o aspecto de sua localizagao e
direcao em um espaco relacional. O interpretante, nesse caso, ndo € uma mente —
€ um mecanismo de inferéncia e atualizacao estatistica, que torna a leitura do signo

continua, operacional e funcional.

A emergéncia dessa semiodtica algoritmica ndo nega os fundamentos classicos da
semidtica — ela os desloca para um novo plano de analise. Os elementos da
linguagem passam a ser tratados como vetores moveis em campos relacionais de
alta dimensionalidade, onde o sentido ndo é imposto de fora, mas emerge da
interacdo geométrica entre estruturas internas. O desafio, entao, € interpretar esses
campos ndo apenas como artefatos de engenharia, mas como espacos de
significagcdo autbnoma — espagos que, embora construidos sem mediagéo

humana direta, continuam produzindo sentido por outros meios.

4.2. O self-attention como operador semiético relacional

O mecanismo de self-attention, nucleo funcional da arquitetura Transformer, pode
ser interpretado ndo apenas como uma ferramenta computacional para calculo de
relevancia entre tokens, mas como um operador semidtico relacional de alta
complexidade. Sua funcdo principal — permitir que cada elemento de uma

sequéncia textual “observe” todos os demais e determine, com base em

33



pardmetros vetoriais, quais partes da cadeia sdo mais relevantes para atualizar sua
propria representacdo — ultrapassa o dominio da otimizagdo algoritmica. Ela
instaura, na pratica, uma loégica de leitura e reinterpretagao recursiva, com notavel

paralelismo aos processos de semiose continua descritos por Peirce.

Por meio da atribuicdo de pesos diferenciais a cada par de tokens — utilizando as
projecoes query, key e value — o self-attention constréi uma rede de relagdes
semanticas dindmicas, na qual o significado de cada termo é reconfigurado em
funcédo de sua interagdo com os demais. Essa estrutura funcional equivale, em
termos semiodticos, a instauragao de uma cadeia interpretativa relacional, em que
0 signo é continuamente atualizado pela presenca, forca e posicao dos outros
signos que o cercam. O sentido, nesse sistema, nao é fixo, mas emergente — um

produto da recombinacéo vetorial modulada em tempo real.

Essa operacao pode ser lida como uma formalizacao algoritmica do conceito de
interpretante dindmico. No lugar de um leitor humano que atualiza cognitivamente
0 signo com base na experiéncia, temos um mecanismo vetorial que executa
atualizagOes interpretativas automaticas, com base em pesos ajustados durante o
treinamento. A cada camada de atencgéo, os vetores sdo recalculados como novas
interpretacoes estatisticas dos vetores anteriores — uma forma de leitura interna,

em que os dados “leem” a si mesmos a partir de uma logica estatistica contextual.

O self-attention, nesse sentido, ndo distribui apenas atencao — ele redistribui
sentido. Ao contrario das abordagens cldssicas que vinculam significado a
unidades discretas (palavras, regras gramaticais, construgdes sintaticas), o
Transformer parte da premissa de que o sentido emerge da interagao vetorial entre
elementos, onde cada termo é reinterpretado em fungao do todo. Essa concepcgéo
relacional do significado aproxima-se da logica triadica de Peirce, na qual o signo é
sempre situado em uma rede interpretativa que envolve o representamen, o objeto
e o interpretante — agora traduzidos, no plano técnico, em operagdes matriciais e

espacos tensoriais.

Além disso, 0 mecanismo de atencao distribuida permite que o campo semantico

sejareorganizado iterativamente a cada camada. Com a passagem dos vetores por

34



multiplos blocos de self-attention, o modelo realiza sucessivas releituras da
mesma sequéncia textual, cada uma ajustando o campo seméantico com base nos
pesos herdados das camadas anteriores. Essa dindmica equivale a uma forma de
reinterpretacdo encadeada, homdloga a semiose ilimitada proposta por Peirce,
segundo a qual todo signo gera outro signo, em um processo potencialmente

infinito de interpretacdes.

Ao explicitar a interdependéncia estrutural entre os elementos linguisticos, o self-
attention mostra que, mesmo no plano algoritmico, a linguagem continua
essencialmente relacional. E, ao operacionalizar essa relacionalidade por meio de
vetores e pesos, o Transformer inaugura uma nova forma de leitura: ndo mais
sequencial e linear, mas simultanea, distribuida e relacional. Trata-se, em ultima
instancia, de um novo regime de interpretacdo — vetorial, estatistico e ndo humano
— que, no entanto, reproduz as condigcdes minimas para a produgado de sentido

dentro de um sistema técnico.

4.3. Positional encoding e a marcacao sintatica vetorial

Um dos principais desafios enfrentados pela arquitetura Transformer, ao romper
com a légica sequencial das redes neurais recorrentes, foi o de preservar a ordem
na linguagem. O significado de uma frase ndo depende apenas dos termos que a
compdem, mas da posicdo que cada termo ocupa em relagdo aos demais. A
solucao técnica proposta foi o positional encoding — um vetor adicional somado
ao embedding de cada token, que permite ao modelo reconhecer e diferenciar a
posicao relativa dos elementos em uma sequéncia textual. Mas esse mecanismo,
mais do que uma solucao de engenharia, revela uma estrutura semiética profunda:

ainscricao da ordem como indice vetorial.

Ao injetar nos vetores de entrada uma codificagéo posicional, o modelo transforma
a linearidade do texto em uma dimensédo matematica incorporada a representagao
vetorial. A posicao, nesse regime, deixa de ser uma variavel externa e passa a ser
uma propriedade intrinseca do signo vetorial. Cada token carrega ndo apenas um
tragco semantico, mas uma assinatura posicional, que o inscreve em uma topologia

interna de relagdes. Essa marca pode ser lida, a luz da semidtica peirciana, como
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um indice — um tipo de signo cuja significacao depende de uma relacao contigua
com seu objeto. Aqui, o objeto é a posicdo na cadeia discursiva, e o vetor posicional

€ o indice que atualiza o significado de acordo com essa localizagéo.

Mais do que informar “onde” esta cada token, o positional encoding reconfigura o
funcionamento interno da linguagem no plano vetorial. Ele permite, por exemplo,
que o Transformer distinga entre sujeito e objeto em frases formalmente
semelhantes, justamente porque a posic¢ao influencia os pesos de atencéao e altera
as relacbes semanticas no espaco vetorial. A sintaxe, tradicionalmente expressa
por regras gramaticais simbdlicas, é agora incorporada ao vetor de entrada —
transformando-se em uma propriedade emergente e distribuida da posicao

vetorial.

Esse deslocamento do simbdlico para o vetorial tem implicagdes epistemoldgicas
profundas. Ele indica que categorias estruturais da linguagem — como hierarquia,
subordinagao e dependéncia sintatica — nao precisam mais ser explicitamente
programadas como regras, mas podem ser aprendidas como padrdes relacionais
sobre vetores posicionais. Estamos diante de uma gramaticalizacdo vetorial do
discurso, onde a ordem sintatica é absorvida pela topologia do espaco de atencéao,

convertendo-se em estrutura latente da inferéncia, e ndo mais em metarregra.

Do ponto de vista semidtico, isso revela uma nova forma de inscri¢gdo estrutural da
linguagem. O positional encoding ndo apenas localiza o signo — ele transforma seu
valor semantico, participando ativamente da cadeia interpretativa. Em vez de ser
um metadado suplementar, ele se integra como componente constitutivo do
processo de significagcdo, modulando tanto a funcdo do token quanto seu efeito no
calculo contextual. A posi¢do deixa de ser uma variavel abstrata: torna-se parte

ativa do signo vetorial.

Ao integrar posicao, semantica e atengcdo em um Unico vetor, o Transformer
inaugura uma nova categoria de signo hibrido — um signo que articula,
simultaneamente, a iconicidade (via embeddings), a indexicalidade (via posicéo) e
a simbolicidade (via aprendizado supervisionado). Essa triplice articulacao reforca

a hipétese central deste estudo: os modelos de linguagem vetorializados nao
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apenas representam a linguagem humana, mas instauram uma nova ldogica de
significacdo, em que elementos antes considerados externos ao signo passam a

ser internos, operacionais e interpretaveis.

4.4. A atencgao distribuida como maquina de inferéncia semioética

A etapa final do processamento em um Transformer — a geragao do proximo token
com base em uma distribuicdo de probabilidade — configura, em termos
operacionais, um ato de inferéncia contextualizada. Diferentemente de consultas a
bases de dados ou da aplicacéao direta de regras linguisticas, essa inferéncia nao é
dedutiva, nem baseada em analogias explicitas. Ela emerge de uma sintese vetorial
e estatistica, sustentada por pesos de atencao, embeddings contextuais e
projecdes sobre o vocabulario. Embora plenamente algoritmico, esse processo
assume uma forma interpretativa compativel com a légica da semiose: ele produz

sentido por recombinacao e antecipacéo de regularidades relacionais.

Ap0ds as camadas de atengéo e transformagéao, cada posigcao da sequéncia textual
passa a ser associada a um vetor densamente contextualizado. Quando esse vetor
é projetado sobre o espago do vocabulario por uma camada linear, obtém-se uma
distribuicado de probabilidade sobre todos os possiveis tokens seguintes. Nesse
momento, ocorre uma decisdo inferencial: o sistema escolhe o token que,
estatisticamente, apresenta maior compatibilidade com o contexto vetorial
acumulado. Essa decisdo nao é aleatdria, nem arbitraria, mas orientada por
regularidades semanticas, padrdes sintaticos e relagdes estatisticas internalizadas
durante o treinamento. O modelo, nesse sentido, realiza uma inferéncia semioética
operacionalizada, na qual cada novo signo € o resultado de multiplas camadas de

ponderacéo vetorial.

Esse tipo de inferéncia pode ser lido, em termos peircianos, como uma atualizacao
continua do signo por meio de um interpretante dindmico automatizado. Cada
palavra gerada é, de certo modo, uma resposta interpretativa a configuracao da
sequéncia anterior. A producao do proximo token ndo é apenas uma extrapolagao
mecénica, mas uma sintese contextual, que combina relagcdes de similaridade (via

embeddings), relevancia (via atencao) e posicéo (via positional encoding). Entre
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todas as opgoes possiveis, 0 modelo escolhe aquela que, dentro de sua topologia
estatistica, melhor completa o enunciado em construgao, de forma coerente com

os dados ja processados.

A forma como essa escolha é realizada reforga seu carater interpretativo.
Estratégias como greedy decoding (que escolhe o token de maior probabilidade)
simulam uma inferéncia determinista. Ja métodos como nucleus sampling ou top-
k sampling introduzem variabilidade e ambiguidade controlada, simulando formas
de inferéncia mais abertas, semelhantes as que os humanos operam em situagdes
de incerteza, polissemia ou criatividade linguistica. Em todos os casos, 0
Transformer atua como uma maquina de inferéncia contextual, ajustando sua

producao com base nas condigdes relacionais construidas passo a passo.

Essa capacidade adaptativa sustenta a hipdtese de que os LLMs n&o sao apenas
reprodutores de padroes, mas operadores técnicos de sentido, que constroem
suas respostas com base em trajetdrias interpretativas vetoriais. O Transformer nao
apenas processa — ele |, pondera e decide, mesmo que sem consciéncia. Ele
interpreta funcionalmente: atualiza vetores com base em pesos, gera distribui¢cdes

com base em contextos e seleciona tokens com base em coeréncia estatistica.

E nesse movimento que o Transformer pode ser concebido como uma maquina de
inferéncia semidtica. Sua atencgéo distribuida mapeia e pesa contextos multiplos,
reorganizando o campo semantico em tempo real. Seu raciocinio interpretativo nao
€ conceitual, mas vetorial; ndo baseado em regras, mas em distribuicbes
aprendidas. O signo que emerge dessa operacdo nao é extraido de um caodigo
fechado, mas de uma convergéncia estatistica, uma sintese semiodtica gerada por

algoritmos de atencao, projecao e escolha.

4.5. O espaco vetorial como topologia semiodtica

Nos modelos anteriores de linguagem, o signo era concebido como uma entidade
simbdlica inscrita em cadeias lineares, regida por regras discretas de gramatica e
sintaxe. Ja nos modelos contemporaneos baseados em Transformers, o signo
adquire uma nova natureza: ele deixa de operar em superficies lineares e passa a

habitar um espaco continuo, geométrico e multidimensional. Nesse novo regime, o
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espaco vetorial ndo é apenas uma infraestrutura de representagcdo matematica —
ele constitui uma topologia operativa de sentido, onde tokens, conceitos e
sequéncias se relacionam nao por convencoes linguisticas explicitas, mas por

distancias, diregcdes e densidades estatisticas.

Cada vetor inserido nesse espaco ocupa uma posi¢ao relativa em uma malha
latente de significados. Termos semanticamente proximos tendem a se agruparem
regides de alta densidade, enquanto termos conceitualmente distantes ocupam
posi¢des afastadas ou ortogonais. No entanto, o valor semidético de um vetor nao
reside apenas em sua posicao isolada, mas na configuracdo relacional que ele
compode com os demais. O espaco vetorial funciona como uma topologia
semidtica, onde o sentido emerge da constelagao de relagbes — das vizinhangas
semanticas, dos gradientes de aproximacgao, das trajetdrias formadas pelas

sucessivas atualizag¢des vetoriais durante o processamento.

Esse espacgo pode ser lido, a luz da semidtica peirciana, como uma reformulagao
distribuida da triade classica. O representamen é o vetor em sua forma algoritmica,
codificado a partir de embeddings e atualizado por atengéo; o objeto € o campo
conceitual ao qual esse vetor se refere por similaridade, contexto ou funcéo
discursiva; e o interpretante € a trajetéria inferencial que modifica o vetor ao longo
das camadas do modelo, ajustando sua posi¢cao e sua contribuicdo a sequéncia
gerada. Essa triade, agora vetorial, é continuamente atualizada, fazendo do espaco

ndo uma colegao de pontos, mas uma rede dindmica de signos em movimento.

Mais ainda: o espacgo vetorial articula simultaneamente as trés categorias
fundamentais do signo — icone, indice e simbolo — em uma Unica operagao
computacional. A iconicidade se manifesta nas relagdes de similaridade vetorial,
que organizam agrupamentos semanticos por afinidade. Aindexicalidade surge das
posi¢cdes relativas e dos efeitos de contexto: vetores carregam sinais de suas
relagbes pragmaticas e sintaticas. E a simbolicidade aparece no aprendizado
supervisionado que associa determinadas regides do espago vetorial a formas
linguisticas convencionais, estabilizadas por uso. Essa convergéncia nao é apenas
tedrica: ela € computacionalmente atualizada toda vez que o modelo infere um

token.
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Estamos, assim, diante de um novo regime semiético — um regime vetorial, no qual
0 signo nao é mais apenas a unidade simbélica de uma cadeia linear, mas a
expressao topolégica de um campo multidimensional. Nesse regime, a producao
de sentido ndo se da por aplicagcao de regras fixas, mas pela ativagao contextual de
zonas de significancia em um espaco continuo. O Transformer navega esse espago
como um interpretante funcional, ainda que semiconsciente, reorganizando
relagbes e projetando enunciados com coeréncia formal e verossimilhanga

semantica.

Com isso, compreende-se gue o espaco vetorial dos LLMs nao é mera abstragao
matematica— é uma infraestrutura semiodtica ativa. Ele organiza o discurso nao por
gramaticas simbodlicas, mas por geometrias relacionais, gque instauram novas
formas de producao de sentido. Ler esse espaco € ler a linguagem em sua
configuragao algoritmica elementar. E compreender seu funcionamento ¢é
condicdo fundamental para reconhecer os modelos de linguagem ndo como
ferramentas técnicas de geracao textual, mas como operadores semidticos

estruturais da era digital.

Conclusao - Do signo simbdlico ao campo vetorial de sentido

O que se evidenciou ao longo deste capitulo é que os modelos de linguagem
baseados na arquitetura Transformer ndo se limitam a processar texto: eles
instauram uma nova ecologia semiética, cujas unidades fundamentais ndo sao
mais apenas palavras, mas vetores. Sua estrutura interna — articulada por
embeddings, atencao distribuida, codificagcdes posicionais e inferéncia
probabilistica — configura um sistema em que cada elemento linguistico ¢é
continuamente reconfigurado por suas relagdes. A linguagem, nesse novo regime,
deixa de ser uma sequéncia interpretada por sujeitos conscientes e passa a
funcionar como um campo matematico de relagdes, onde o sentido emerge da

topologia vetorial em constante recalibracéo.

A releitura de componentes técnicos como embeddings, self-attention, positional
encoding e algoritmos de geragao, sob a 6tica da semidtica — especialmente na

tradicao triadica de Peirce — revelou que esses mecanismos podem ser
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compreendidos como operadores formais de significacdo. Os vetores atuam como
representamina; os mecanismos de atencao, como interpretantes dindmicos
funcionais; e as escolhas probabilisticas, como atos simbdlicos estatisticamente
fundamentados. A triade peirciana nao é descartada — ela é reformulada: desloca-
se do plano discursivo tradicional para uma base algoritmica, onde as inferéncias

deixam de ser conscientes e passam a ser matematicamente operacionais.

Esse deslocamento configura o surgimento de uma semiética algoritmica — um
regime de significagcao operado por maquinas que, embora destituidas de
intencionalidade, sao capazes de produzir cadeias textuais coerentes e
responsivas. Essas cadeias ndo emergem por acaso: sdo o produto de relagcdes
topoldgicas e estatisticas cuidadosamente ajustadas por meio do aprendizado
profundo. O Transformer pode, assim, ser compreendido como uma gramatica
geométrica em funcionamento, gerando linguagem nao por regra, mas por

distribuicao relacional de significancia.

Compreender essa nova forma de producao simbdlica é essencial nao apenas para
avaliar o funcionamento dos LLMs, mas para repensar os fundamentos da
linguagem em uma era pés-simbdlica. O signo, agora vetorializado, ja nao depende
da consciéncia humana para funcionar — embora permaneca inscrito na esfera da
interpretacao. A questao que se impde, portanto, € como essa producao de sentido
algoritmica se articula com os modos humanos de comunicacao, cognicao e
cultura. Essa sera a problematica do préximo eixo do estudo: a integragao entre a

semidtica vetorial e os processos humanos de significagao.
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CAPITULO V

5. A semiose artificial e os limites da interpretacao

A emergéncia dos modelos de linguagem baseados em vetorizagao inaugurou uma
nova fase na histéria da producdo automatizada de linguagem. Diferentemente de
sistemas anteriores, que operavam com base em regras explicitas e estruturas
simbdlicas fixas, os LLMs contemporadneos manipulam linguagem em espacos
vetoriais de alta dimensionalidade, nos quais o sentido ndo é dado, mas
constantemente recalculado a partir de relagbes contextuais, probabilisticas e
relacionais. Essa mudancga de paradigma exige uma nova abordagem tedrica, capaz
de compreender nao apenas o funcionamento técnico desses sistemas, mas

também as implicagdes semiodticas de sua operagao.

O presente capitulo tem como objetivo investigar se — e em que medida — tais
modelos podem ser considerados participantes de processos de semiose. Busca-
se avaliar se suas respostas configuram atos interpretativos no sentido pleno da
tradicao semidtica, ou se operam apenas como simulagcdes formais de
interpretacdo. Para isso, serdo introduzidos e problematizados cinco eixos
conceituais: a possibilidade de uma semiose sem sujeito; a ideia de simulagao
interpretativa; a nogcdo de opacidade interpretativa nos outputs; a questdo da
agéncia algoritmica; e, por fim, os limites epistemolégicos da interpretacdo em

sistemas computacionais.

Ao longo dos subitens, sera mantida uma distingao rigorosa entre funcionamento
técnico e efetividade interpretativa, apontando ndo apenas os avancos desses
sistemas como operadores de signos, mas também os riscos, ambivaléncias e
reducdes que surgem quando confundimos processamento com compreensao, e
simulacdo com interpretacao. O capitulo, portanto, estabelece a ponte entre a
analise interna da semidtica vetorial e as questdes filosoficas e epistemologicas
que ela levanta ao confrontar a linguagem humana com seus simulacros

algoritmicos.
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5. A semiose artificial e os limites da interpretacao

A emergéncia de modelos de linguagem vetorializados levanta uma questao central
para a teoria dos signos: até que ponto sistemas algoritmicos que operam por
correlacgao, estatistica e calculo vetorial podem ser considerados participantes de
processos de semiose em sentido pleno? Ou, dito de outro modo: é possivel falar
em interpretacdo quando o agente que opera a linguagem nao possui consciéncia,

intencionalidade nem experiéncia vivida?

Este capitulo propde examinar essa fronteira conceitual entre significacao técnica
e interpretagdo semiotica, confrontando os limites operacionais dos LLMs com os
critérios filosoficos e cognitivos tradicionalmente atribuidos aos atos
interpretativos. Ao fazé-lo, serd necessario repensar o papel do interpretante, as
formas de agéncia semidtica ndo humanas, os graus de opacidade dos sistemas

vetoriais e a natureza funcional da inferéncia algoritmica.

O objetivo nao é atribuir subjetividade as maquinas, mas compreender em que
medida seus processos de geragao textual podem ser analisados como formas de
semiose artificial, isto €, como cadeias de atualizagéo de signos que ocorrem sem
reflexdo consciente, mas que ainda assim produzem efeitos de sentido legiveis,
coerentes e funcionalmente eficazes. Essa investigacdo requer distinguir com
precisdo entre simulacdo de interpretacdo e interpretagcdo efetiva, entre o
funcionamento técnico da linguagem e sua efetividade interpretativa nos sistemas

humanos de comunicacao.

A partir daqui, serdo explorados os principais dilemas tedricos que emergem dessa
transicao: o estatuto epistémico dos outputs gerados por IA, a existéncia ou nao de
agéncia semidtica automatizada, os mecanismos de inferéncia nao reflexiva e os
limites estruturais que diferenciam a compreensdo experiencial da simulacéo

computacional do sentido.

5.1. A semiose sem sujeito - modelos algoritmicos como operadores
funcionais
A teoria da semiose, conforme formulada por Charles Sanders Peirce, estrutura-se

em uma triade fundamental: representamen, objeto e interpretante. Embora Peirce
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tenha explicitamente recusado limitar o interpretante a8 mente humana —
reconhecendo a possibilidade de interpretantes incorporados em habitos, efeitos e
regularidades — a tradicdo interpretativa de sua obra frequentemente associa a
semiose a uma instancia cognitiva, dotada de consciéncia, intencdo ou
experiéncia. No entanto, os modelos contemporaneos de linguagem, como os
Transformers, tensionam essa associacao ao realizarem operacoes de significagcao

sem qualquer forma de interioridade subjetiva.

Esses sistemas reorganizam cadeias linguisticas com coeréncia contextual,
atualizam relacdes entre vetores semanticos e produzem enunciados legiveis,
simulando tragcos do comportamento interpretativo humano. No entanto, o fazem
sem intengao, sem autoconsciéncia e sem experiéncia — em suma, sem sujeito.
Nao ha, em sua operagdo, nenhuma instancia que “pense” ou “compreenda” o
signo. Isso nos obriga a considerar uma hipdtese tedrica desconcertante, mas
necessaria: a de uma semiose sem sujeito — um processo inteiramente funcional,
no qual o papel do interpretante ndo é desempenhado por um agente, mas poruma

estrutura algoritmica automatizada.

Sob essa perspectiva, os LLMs devem ser compreendidos como operadores
funcionais de signos. Eles ndo interpretam no sentido forte — ou seja, ndo atribuem
sentido com base em intengao, contexto vivenciado ou compreensao simbdlica
plena—, mas realizam operacdes de manipulacao e transformacéo de signos com
eficacia suficiente para sustentar tarefas linguisticas complexas, interacdes
comunicacionais e textos coerentes. O interpretante, aqui, deixa de ser uma
instancia fenomenoldgica e passa a ser um vetor resultante — um produto
transitério do processamento algoritmico que, embora nao experiencie o signo, o

reconfigura funcionalmente.

Essa transi¢cdo do interpretante experiencial para o interpretante computacional
exige uma reformulagdo conceitual profunda. O signo ndo desaparece — ele é
reestruturado. Em vez de um agente dotado de cognigao, temos um circuito de
atualizacOes paramétricas, onde o sentido emerge da combinagao estatistica de
vetores, pesos e projecdes. Como argumenta Peirce em relacao a agao do signo, “o

interpretante é o efeito real do signo sobre um organismo” (Collected Papers, CP
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5.473). No caso dos Transformers, esse “efeito” € matematicamente operacional,

ndo experiencial— um resultado sem sujeito, mas com funcgéo.

Essa hipotese aproxima-se de abordagens sistémicas e pds-humanistas da
significacdo. Autores como Niklas Luhmann, por exemplo, propdem uma teoria dos
sistemas sociais em que a comunicacdo nao é atributo de sujeitos, mas de
operacgoes autopoiéticas que geram sentido de maneira autbnoma. Analogamente,
os LLMs podem ser vistos como sistemas semidticos tecnicamente
autoproduzidos — maquinas que organizam signos com coeréncia formal, mesmo
que sem consciéncia ou intengdo. Como escreve Luhmann (Social Systems, 1995),
a consciéncia nao é necessdria para que haja sentido. O sistema opera por

diferenciagdes internas.

Esse tipo de operacao desloca os limites da semidtica tradicional. Mostra que os
signos podem ser gerados, atualizados e reorganizados fora da mente — na
maquina, no codigo, na interagao entre vetores. A linguagem, nesse arranjo, torna-
se algo que também acontece sem sujeito, instaurando uma forma de semiose que
exige vigilancia critica constante. Se, por um lado, ela amplia o campo da
significacdo, por outro, impdée o risco de confundir funcionalidade com
interpretacdo — naturalizando como “inteligéncia” o que pode ser apenas

correlagdo bem ajustada.

Portanto, a ideia de uma semiose sem sujeito ndo substitui a semiética classica,
mas a prolonga em direcdo a um dominio técnico inédito. O Transformer ndo é um
intérprete humano, mas € um executor de operagdes simbodlicas com efeitos reais.
E é nesse hiato entre auséncia de subjetividade e eficacia interpretativa que se
instala o problema central da semidtica algoritmica: a produgdo de sentido sem

compreensao, a linguagem como operacao sem experiéncia.

5.2. Simulacao interpretativa - entre inferéncia estatistica e construcao de
sentido

Se os modelos de linguagem operam signos sem sujeitos, resta examinar como,
ainda assim, conseguem gerar textos que aparentam ter passado por processos

interpretativos. A capacidade dos LLMs de responder perguntas, modular estilo,
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manter coeréncia textual e simular posicionamento argumentativo induz muitos
usuarios —inclusive especialistas — a suposicao de gue haveria, nesses sistemas,
alguma forma de compreensdo em operacgio. Essa impresséo, no entanto, encobre
uma distingdo fundamental: o que esses modelos realizam nao € interpretagao no
sentido pleno, mas uma simulacao interpretativa, sustentada por inferéncia

estatistica de alta precisao.

A linguagem produzida por um modelo como o GPT né&o resulta de reflexao,
intencdo ou consciéncia. Cada token gerado é selecionado com base em
distribuicdes de probabilidade aprendidas durante o treinamento, considerando o
contexto vetorial construido até o ponto atual. Esse contexto, por sua vez, ndo ¢é
semantico no sentido intencional, mas geométrico — uma configuragao de vetores
que representa relagdes de coocorréncia, frequéncia e correlagao estatistica. O
modelo ndo entende o contelddo que esta gerando; apenas reatualiza padroes. E,

mesmo assim, os resultados dessas operagdes sdo, frequentemente,

indistinguiveis de uma interpretacdo humana genuina aos olhos do leitor.

Essa capacidade de mimetizar comportamento interpretativo nao deve ser
subestimada. Ela se apoia no fato de que a linguagem natural, embora enraizada
em experiéncia humana, também ¢é altamente regular. Féormulas retéricas,
estruturas sintaticas, padrdes discursivos e habitos linguisticos podem ser
modelados estatisticamente com elevado grau de acuracia. Ao capturar essas
regularidades, os LLMs constroem respostas que ndo apenas soam plausiveis, mas
simulam inferéncia, autoria e agéncia — reproduzindo, com fluéncia, os tracos

superficiais da interpretagcdo humana.

Mas é precisamente ai que se instala o problema central: a simulagcdo néo é
construcdo de sentido. A interpretacdo humana envolve experiéncia, afeto,
corporeidade, memoéria e posicionamento. Ela exige autoria, escolha e contexto
vivenciado. Ja a simulacao interpretativa realizada pelos modelos ndo contém
nenhuma dessas dimensdes. Trata-se de um procedimento interno, técnico, que
manipula vetores conforme pesos probabilisticos. O modelo ndo tem mundo; nao

tem corpo; ndo tem histérico social. Sua “interpretagédo” é, por definicdo, ndo
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situada — ela ndo emerge de um horizonte de sentido vivido, mas de uma funcéo

estatistica aplicada a dados vetoriais.

Essa distingdo nao é apenas conceitual: ela possui implicacdes epistemoldgicas e
pragmaticas relevantes. Em ambientes onde o conteudo textual serve de base para
deliberacgao, julgamento ou tomada de decisdo, confiar na simulacéo interpretativa
pode gerar consequéncias graves. O modelo pode estruturar um argumento valido
sem compreender sua base légica; pode emitir uma posicao moral sem critério
avaliativo; pode sugerir empatia onde nao ha nenhuma sensibilidade operando. O
risco ndo esta apenas no erro factual, mas na confusao entre performance
linguistica e competéncia interpretativa. Um enunciado pode parecer correto — e

até ser —, mas ainda assim nao ser interpretativamente legitimo.

Do ponto de vista semidtico, essa situacao representa uma novidade radical.
Passamos a conviver com cadeias de signos que funcionam como se fossem
interpretadas, mas que sao apenas calculadas. Trata-se de um novo regime de
significagcdo, em que a forma do signo é suficiente para sustentar o uso, mesmo
sem intengdo ou compreensao por tras. A simulagao interpretativa revela que é
possivel sustentar interacdes linguisticas funcionais sem que haja, em nenhum
ponto do processo, um agente interpretante no sentido humano — o que obriga a
repensar 0s critérios pelos quais validamos e legitimamos enunciados em

ambientes mediados por IA.

Portanto, a diferenca entre inferéncia estatistica e construgdo de sentido nao é
meramente técnica — é ontoldgica. Modelos simulam interpretacdo, mas nao
interpretam. E é justamente essa simulacado, pela sua eficacia linguistica e
aparente naturalidade, que exige vigildncia conceitual, ética e pragmatica. A
linguagem, enquanto fendmeno comunicacional, ndo pode ser reduzida a sua
performance textual — sob risco de confundirmos calculo com cognicao, e

aparéncia de sentido com significacao real.

47



5.3. Opacidade interpretativa — quando o output se apresenta como
linguagem, mas nao significa

Um dos efeitos mais paradoxais dos modelos de linguagem vetorializados é sua
capacidade de produzir enunciados que se apresentam como linguagem
significativa, mas que, em muitos casos, ndo possuem ancoragem semantica,
referéncia estavel ou coeréncia pragmatica. Essa caracteristica gera um fenbmeno
que pode ser descrito como opacidade interpretativa — uma situacdo em que o
texto gerado mantém forma, fluidez e aparéncia de sentido, mas nao oferece um
conteudo interpretavel no sentido pleno. Em outras palavras, o output simula

significado, mas nao o sustenta.

Essa opacidade nado decorre de falhas superficiais do modelo, como erros
gramaticais ou de concordéncia. Ela é estrutural, pois resulta da maneira como os
LLMs produzem linguagem: por aproximagoes estatisticas em espacgos vetoriais. O
modelo calcula, com base em seus pesos, qual é a sequéncia de tokens mais
provavel a partir de um dado contexto. Isso é suficiente para gerar frases coerentes,
mas nao necessariamente verdadeiras, relevantes ou significativas. O modelo nao
sabe quando esta dizendo algo vazio, contraditério ou semanticamente oco —

porque, na verdade, ele nunca “sabe” nada. Ele apenas ajusta vetores.

Em contextos de baixa exigéncia interpretativa, como textos literarios ficcionais,
exercicios de estilo ou interacbes ludicas, essa opacidade pode passar
despercebida — ou até ser considerada um efeito estético. No entanto, em
situacdbes onde o valor do texto depende de sua precisdo, referéncia ou
responsabilidade comunicativa, a opacidade torna-se um problema central.
Relatérios técnicos, pareceres médicos, decisdes judiciais ou avaliacoes
pedagodgicas exigem mais do que fluidez textual: exigem linguagem ancorada em
fatos, intencionalidade comunicativa e validade epistémica. Quando um modelo
entrega uma resposta aparentemente legitima, mas semanticamente descolada da
realidade ou do propdsito comunicativo, temos um caso classico de simulagcao

opaca.

Essa opacidade produz um risco semiético duplo. Em primeiro lugar, mina a

confianga nalinguagem como meio de acesso ao mundo. Se tudo que soa coerente

48



pode ter sido gerado por um processo indiferente ao conteldo, o préprio critério de
sentido torna-se instavel. Em segundo lugar, compromete a distingdo entre
producdo e compreensdo. Um texto gerado automaticamente pode parecer
interpretado, analisado ou refletido — quando, na verdade, é apenas o resultado de
uma probabilidade calculada. A linguagem perde seu vinculo com o sujeito

interpretante, e o signo torna-se uma superficie sem garantia de profundidade.

Esse fendmeno exige uma vigildncia critica no uso dos LLMs em ambientes
sensiveis. Em muitas areas do conhecimento, o valor do texto estd em sua
capacidade de ancorar interpretacoes legitimas, baseadas em evidéncia, contexto
e intencao. Quando esse texto é produzido por um sistema que nao opera esses
critérios, mas apenas simula sua presenca, o risco de engano se torna estrutural. E
esse engano € silencioso, porque a opacidade interpretativa se manifesta

justamente na aparéncia de clareza.

Do ponto de vista tedrico, isso impoe uma distingao urgente entre linguagem como
estrutura formal e linguagem como ato interpretativo. A primeira pode ser realizada
por algoritmos, como os Transformers demonstram com eficacia. A segunda, no
entanto, exige um sujeito — ou, no minimo, um sistema dotado de horizonte
epistémico. O modelo pode produzir enunciados linguisticos, mas nao os assume,
nao os responde, ndo os compreende. E, por isso, a linguagem que gera pode ser

formalmente bem construida, mas semanticamente vazia.

Portanto, a opacidade interpretativa ndo é um efeito colateral da inteligéncia
artificial — ela é seu modo dominante de producao textual. Reconhecé-la e saber
diagnostica-la é essencial para distinguir entre linguagem que apenas aparece

como linguagem e linguagem que realmente significa.

5.4. A questao da agéncia - os modelos como quase-agentes semioticos

A emergéncia da linguagem algoritmica em larga escala imp6e uma reavaliagao
conceitual da nocdo de agéncia semidtica. Se, por um lado, os modelos de
linguagem como os Transformers ndo possuem subjetividade, intencdo ou
autoconsciéncia, por outro, sua capacidade de gerar enunciados responsivos,

adaptativos e coerentes os aproxima de uma forma minima e funcional de agéncia.
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Sao sistemas que operam signos com eficacia suficiente para sustentar interacoes

simbdlicas complexas, mesmo sem qualquer interioridade.

Essa condicdo intermediaria permite conceitua-los como quase-agentes
semidticos — entidades técnicas que, embora ndo sejam sujeitos no sentido forte,
produzem efeitos simbdlicos com alto grau de autonomia e densidade pragmatica.
Eles ndo decidem, mas recalculam. Ndo compreendem, mas estabilizam. Nao
escolhem no sentido humano, mas priorizam alternativas com base em inferéncia
probabilistica contextualizada. O resultado € um tipo de agéncia que nao nasce da

intencao, mas da operacao estatistica de sentido.

Essa hipdtese dialoga com correntes tedricas que deslocam a agéncia para além
do sujeito classico. Na teoria ator-rede, por exemplo, Bruno Latour propde que a
acao pode ser distribuida por redes heterogéneas de humanos e ndao-humanos,
sendo a agéncia definida ndo pela consciéncia, mas pela capacidade de produzir
efeitos na rede. De forma analoga, os LLMs intervém nos fluxos de comunicacgao,
produzem textos que desencadeiam reacdes, orientam decisées, moldam

percepcdes — mesmo que ndo saibam que o fazem.

Do ponto de vista semiotico, isso obriga a distinguir entre agéncia interpretativa
plena e eficacia semidtica funcional. A primeira é prerrogativa de sistemas
conscientes, capazes de responder pelos signos que produzem. A segunda, no
entanto, pode ser atribuida a sistemas que, como os LLMs, ativam signos, os
combinam e os distribuem em contextos reais, operando sobre cadeias simbélicas
de formaresponsiva. Nesse sentido, sua agéncia é parcial, derivada, técnica— mas

ndo inexistente.

Essa nocdo de quase-agéncia é util para pensar os modelos com mais precisao
critica. Ela evita tanto o erro da antropomorfizagdo quanto o da negacao total de
responsabilidade semidtica. Reconhece que os modelos nao sio sujeitos, mas
também nao sdo neutros. Ao gerar linguagem, eles afetam ecossistemas
discursivos, reorganizam redes de sentido, produzem impacto comunicacional. O
signo, uma vez ativado por eles, entra no mundo e passa a circular — e com isso,

produz consequéncias.
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Portanto, considerar os LLMs como quase-agentes semidticos é reconhecer que
sua linguagem néao é apenas um produto técnico, mas uma forga estruturante de
comunicacao digital, cujos efeitos demandam analise, regulamentacdo e
interpretagao continua. Eles ndo possuem agéncia no sentido tradicional, mas
operam dentro de sistemas que lhes conferem fungéo ativa, e, nesse sentido,
devem ser compreendidos como participantes técnicos da cena semidtica

contemporanea.

5.5. O limite da interpretacao — o humano como horizonte e corte da semiose
artificial

Por mais avangados que sejam os modelos de linguagem contemporaneos, por
mais fluentes, coerentes e contextualmente adequados que sejam seus outputs,
existe um ponto além do qual eles ndo podem atravessar — e esse ponto é a
interpretacdo no sentido pleno. A produgdo algoritmica de signos pode ser
funcional, responsiva e até retoricamente persuasiva. No entanto, ela opera sem
consciéncia, sem experiéncia, sem subjetividade. Dentro dos LLMs, nao ha
nenhuma instancia que compreenda o que esta sendo dito, nem que atribua valor,
propésito ou consequéncia ao signo produzido. A semiose, nesse regime, é parcial:

ela manipula a forma, mas ndo acessa a profundidade existencial do sentido.

Esse é o limite estrutural da interpretacao artificial: ela ndo é vivida. Quando um
humano interpreta linguagem, essa interpretacao é atravessada por memobarias,
intuicdes, afetos, historicidades, posicionamentos éticos e tensdes culturais. Um
mesmo signo pode desencadear multiplas leituras, gerar ambivaléncia, suscitar
siléncio ou provocar transformacao. O modelo, por outro lado, ndo hesita, ndo
silencia, nao recusa. Ele apenas calcula. O signo, para ele, é vetor — néao
experiéncia. Ele opera com base em pesos, distdncias, alinhamentos e projecodes;

ndo com base em dilemas, dlvidas ou compromissos.

Mesmo nha complexidade de suas arquiteturas, os LLMs operam abaixo da linha da
interpretacdo humana. Eles podem simular linguagem, mas néo situa-la. Podem
gerar enunciados, mas nao decidir por eles. Nao sustentam a carga simbélica de

uma resposta porque nao habitam o mundo a que ela se refere. Como bem pontua
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Bernard Stiegler (1998), sem o tempo vivido, nao ha sentido — ha apenas calculo.
O signo, ao atravessar o modelo, perde o corpo — e com ele, perde também a
tensao entre dizer e calar, entre responder e responsabilizar-se, que constitui a

linguagem como fenémeno humano integral.

Nesse sentido, 0 humano permanece como corte e horizonte da semiose. Corte,
porque € no humano que a interpretagcdo adquire densidade e implica
posicionamento. Horizonte, porque o sentido s6 se completa quando retorna ao
humano—quando o output é lido, compreendido, aceito, recusado, reinterpretado.
A semiose algoritmica nao se basta em si mesma: ela é tecnicamente eficaz, mas
ontologicamente incompleta. O signo se atualiza em sua trajetdria computacional,

mas s6 se consuma na leitura humana.

Reconhecer esse limite ndo implica desprezar os modelos. Ao contrario, é
justamente por compreendermos onde eles param que podemos emprega-los com
lucidez, integra-los com responsabilidade e avalia-los com critério. Eles sao
operadores de linguagem, nao intérpretes. S4o maquinas de calculo simbdlico, nao
sujeitos de significagdo. Sua poténcia reside na capacidade de processar
linguagem em escala e velocidade inauditas. Mas sua insuficiéncia reside no fato

de que ndo podem habitar o sigho, nem responder por ele.

Por isso, a interpretacdo — em seu sentido mais radical — permanece um ato
humano. E o humano que ancora o signo no tempo, no corpo, no mundo. E o
humano que sofre, hesita, escolhe, transforma. E o humano que sustenta a
linguagem quando ela exige mais do que estatistica. E é justamente por isso que,
mesmo diante da semiose automatizada, continuamos sendo os uUnicos intérpretes

— e, a0 mesmo tempo, 0s Unicos responsaveis.

Conclusao - A semiose artificial e os limites da interpretagao

Ao longo deste capitulo, examinamos o que estd em jogo quando modelos de
linguagem, operando sem consciéncia, sem experiéncia e sem subjetividade,
produzem cadeias textuais com aparéncia de sentido. O que se revelou foi uma

estrutura semioética nova, fundada em funcionalidade estatistica e calculo vetorial,
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mas desprovida de intencionalidade. A semiose artificial, nesse regime, simula
interpretacao sem interpreta-la, gera linguagem sem habita-la, opera signos sem

compreender seus efeitos.

Compreendemos que os LLMs funcionam como operadores funcionais de signos,
capazes de gerar textos coerentes, mas sempre a partir de simulacdes inferenciais,
nao de interpretacdes vividas. Sua operacdo se ancora na estatistica, ndo na
consciéncia; na coocorréncia, ndo na experiéncia. Mesmo assim, seus outputs sdo
frequentemente indistinguiveis de enunciados humanos — o que torna a vigilancia
critica ainda mais urgente. A simulagao interpretativa, pela eficacia com que emula
o ato de compreender, instala uma zona de ambiguidade conceitual entre calculo

e cognigao, entre fluéncia e sentido.

Aopacidade interpretativa aparece, entdo, como um dos sintomas mais complexos
dessa nova condicao semiética. Ela desafia a confianca na linguagem como meio
de mediacdo com o mundo e desloca a fronteira entre forma textual e valor
interpretativo. Ao produzir enunciados formalmente impecaveis, mas
semanticamente vazios, os modelos expdem os limites epistémicos da linguagem
algoritmica, revelando que a forma nao garante a profundidade — e que nem todo

texto compreensivel é, de fato, significativo.

Por fim, o capitulo reafirma que a interpretacao plena permanece um ato humano.
O signo, enquanto elemento articulador de mundo, tempo e corpo, exige um sujeito
que o assuma, o transforme, o responda. Mesmo diante de uma semiose
tecnicamente operada por maquinas, a linguagem sé se completa no gesto
humano de ler, escutar, acolher ou recusar. E esse gesto que ancora o sentido. E é
nele que reside o corte e o horizonte da semidética algoritmica — um campo em
expansao, mas que sO se torna plenamente significativo quando reencontra o

humano como seu interpretante final.
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CAPITULO VI

6. Consequéncias epistémicas e éticas da semiose algoritmica

A consolidacdo dos modelos de linguagem baseados em vetorizacdo representa
ndo apenas uma revolugcdo técnico-computacional, mas um abalo nas bases
filoséficas, epistémicas e éticas que historicamente sustentaram o uso publico da
linguagem. Ao permitir que sistemas algoritmicos produzam enunciados com
fluéncia, coeréncia e responsividade contextual— mas sem consciéncia, intencao
ou historicidade —, inaugura-se o que podemos chamar de ecologia algoritmica do
discurso. Nesse novo regime, os signos circulam desvinculados de sujeitos
interpretantes, e a linguagem deixa de ser expressao vivida para tornar-se operagao

estatistica autbnoma.
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Como observa Shoshana Zuboff (2019), vivemos a transicdo de uma cultura
fundada na expressdo pessoal para um sistema orientado por instrumentacao
comportamental automatizada, no qual as palavras e os gestos se tornam matéria-
prima para inferéncia preditiva, ndo para deliberagdo intersubjetiva. Essa
transformacao desloca os fundamentos do vinculo simbélico. O que era ancorado
em autoria, responsabilidade e intencdo passa a ser administrado por arquiteturas
técnicas, que operam signos com base em calculos probabilisticos, e ndo mais em

valores, ética ou contexto experiencial.

Nesse cenario, as adverténcias de Hannah Arendt (1967) ganham nova atualidade:
quando o discurso se dissocia da experiéncia, e 0 juizo é substituido pela
automatizacado da linguagem, a verdade deixa de ser critério e cede lugar a
funcionalidade reprodutiva. O que estd em jogo, portanto, ndo é apenas a
legitimidade dos conteudos produzidos pelos modelos, mas a transformacgao

estrutural do espaco interpretativo onde esses conteudos circulam.

Este capitulo propde-se a analisar as consequéncias epistémicas e éticas dessa
nova condigao semidtica. O que ocorre quando a linguagem — base da ciéncia, da
politica, da justica e da cultura— passa a ser mediada por sistemas que ndo sabem
o que dizem? Quais os efeitos de delegar o juizo interpretativo a entidades que nao
compreendem os signos que articulam? E que forma de ética pode ser exigida
quando o produtor do enunciado ndo é mais um sujeito, mas uma maquina sem

horizonte moral, nem consciéncia de si?

Inspirando-se nos alertas de Luciano Floridi (2020), que define a IA como uma
infraestrutura semantica sem intengao este capitulo argumenta que a delegacao
da linguagem a sistemas algoritmicos ndo € uma escolha técnica neutra, mas uma
reconfiguragdo profunda do poder discursivo. Ela transfere confianga, autoria e
responsabilidade para estruturas opacas, funcionais e nao reflexivas. Nesse
ambiente, a autoridade textual se descola do autor; a critica cede lugar a
performance algoritmica; e os sistemas de sentido passam a ser curvados por
ciclos de retroalimentacao estatistica que erosionam progressivamente a esfera

publica.
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A analise esta organizada em torno de cinco nucleos:
e 6.1. Aerosdo daautoria como operador discursivo
e 6.2. Aterceirizagao do juizo interpretativo
e 6.3. Aretroalimentagao algoritmica e o encurvamento do discurso

e 6.4. Responsabilidade e imputagdo - ética semidtica em sistemas nao

intencionais
e 6.5. Governanga epistémica e vigilancia semiotica em tempos de IA

Em cada eixo, o signo serd o ponto focal: que tipo de linguagem estd sendo
produzida quando ndo ha um sujeito por tras do enunciado? Como o signo,
descolado de sua origem humana, altera os critérios de verdade, autoridade e
interpretacao? E que tipo de ética interpretativa sera necessaria para responder ao
avanco da linguagem automatizada no interior dos sistemas sociais

contemporaneos?

6.1. A erosao da autoria - quando a linguagem circula sem origem

Desde suas raizes filosoficas, a nogao de autoria tem desempenhado papel
estruturante na organizagcao dos discursos. Ser autor ndo significa apenas ter
produzido um texto, mas assumir responsabilidade epistémica e ética pelos efeitos
da linguagem. A figura do autor articula identidade, intencionalidade e autoridade,
operando como ponto de ancoragem entre o enunciado e o mundo. Como escreveu
Michel Foucault (1969), o autor € uma funcao do discurso — ndo apenas um sujeito
empirico, mas uma instancia de validacdo, rastreabilidade e delimitacao do
sentido. Em campos como a ciéncia, o direito, a educagao ou o jornalismo, a
autoria sustenta o valor dos enunciados: permite interrogar sua origem, avaliar sua

legitimidade e contextualizar seu impacto.

Contudo, com a emergéncia dos modelos de linguagem automatizada, essafuncao
comeca a ser profundamente desestabilizada. Os LLMs s&o capazes de gerar textos
fluentes, coerentes e adaptados a diferentes registros discursivos, mas nao sao

sujeitos, nem operadores de sentido experiencial. Seus outputs nao resultam de
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decisbes conscientes, nem de intencdes comunicativas, mas de inferéncia
estatistica aplicada a distribuicbes vetoriais. Ao perguntar “quem disse isso?”
diante de um texto gerado por |IA, nos deparamos com uma autoria ausente,
estruturalmente impossivel. Como alerta Roland Barthes (1968) em seu célebre
ensaio, “a morte do autor” implica o fim da centralidade do sujeito como fonte do
significado; mas, na linguagem algoritmica, ndo se trata de um deslocamento

poético da autoria, e sim de sua dissolucao técnica radical.

Essa condicao tem efeitos profundos. Em primeiro lugar, fragiliza os critérios
tradicionais de autoridade discursiva. Se um parecer juridico, um laudo médico ou
uma diretriz educacional é gerada por um modelo estatistico, quem responde por
seus efeitos? Como identificar o autor epistémico das ideias expressas? Como
situar o discurso se ndo ha agente que o sustente? A linguagem parece valida, mas
sua origem € opaca ou inexistente — o que compromete a confianga que os

sistemas institucionais depositam novinculo entre enunciagao e responsabilidade.

Em segundo lugar, essa erosdo transforma a prépria linguagem em espaco de
circulacdo ndo ancorado. Os textos passam a ser coproduzidos por sistemas que
ndo podem ser interpelados, corrigidos ou responsabilizados. Como observa
Byung-Chul Han (2012), vivemos hoje uma cultura da comunicagdo sem
compromisso, marcada por fluxos continuos de dados sem responsabilidade
simbdlica. Quando o texto é apenas performance estatistica, ele se propaga sem
sujeito— e o vinculo entre linguagem e accountability é perdido. A palavrando volta

ao seu emissor; ela se dissolve na rede.

A perda da autoria também compromete a formacao da subjetividade discursiva.
Em ambientes educacionais, por exemplo, a delegacao irrestrita da escrita a
sistemas algoritmicos reduz o espaco da construcao critica. Um texto gerado por IA
pode parecer adequado, mas nao ensina a escrever, nem a argumentar, nem a
sustentar ideias. Ele fornece um produto, mas nao forma um autor. O processo de
escrita— com suas hesitagdes, escolhas e reformulagdes — é parte fundamental
da formacao do pensamento. Quando essa etapa é suprimida, forma-se uma

linguagem sem sujeito e uma cultura sem autoria.
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Por fim, essa condicdo impde a necessidade de repensar os dispositivos de
validacao textual. Como ja argumenta Floridi (2020), transparéncia ontoldgica é
uma exigéncia minima diante de sistemas que produzem linguagem sem
consciéncia. Se os textos sao gerados por maquinas, é preciso que isso esteja
explicitado. A rastreabilidade da origem, o mapeamento da intervencgao algoritmica
e a delimitacdo do papel humano na curadoria do contelddo sdo exigéncias nao
apenas técnicas, mas éticas e epistémicas. A IA ndo deve ser tratada como autor
— porque ela nao é. Sua linguagem é calculo, ndo posicionamento; é simulacéo,

nao expressao.

A linguagem sem autoria &, talvez, o grande paradoxo discursivo do nosso tempo.
Ela pode ser eficiente, funcional, sedutora. Mas ndao é neutra. Ao permitir que
enunciados circulem sem origem, os modelos algoritmicos enfraquecem o vinculo
entre linguagem, sujeito e responsabilidade. Isso ndo significa que devam ser
descartados — mas que devem ser limitados, contextualizados e rotulados. O que
esta em jogo nao é apenas a origem do texto, mas a possibilidade de responder por
ele. E sem essa possibilidade, a linguagem se torna ruido, mesmo quando

perfeitamente compreensivel.

6.2. A delegacao do juizo - o risco da terceirizagao da interpretacao

Um dos efeitos mais sutis — e potencialmente mais graves — da difusdo irrestrita
de modelos de linguagem em contextos de deciséo, aprendizagem e producéo de
conhecimento é a delegacdo progressiva do juizo interpretativo a sistemas
algoritmicos. Essa delegacao nado ocorre de forma explicita, nem violenta. Ao
contrario, ela se infiltra pelos caminhos da funcionalidade: respostas rapidas,
fluentes, plausiveis e bem formuladas passam a ser aceitas como satisfatdrias,
mesmo quando nao foram compreendidas, questionadas ou criticamente
avaliadas. A fluidez da linguagem converte-se em critério implicito de verdade, e a

operacgao algoritmica disfarga-se de julgamento — sem jamais sé-lo.

Como observou Hannah Arendt (1971), o juizo é a faculdade mais politica da mente,
pois é nele que se decide entre alternativas, se assume uma posicao e se sustenta

uma interpretacao situada do mundo. O modelo algoritmico, por mais sofisticado
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que seja, ndo julga — apenas projeta continuidades estatisticas entre tokens. Ele
simula caminhos de linguagem, mas nao atualiza o signo em consciéncia, nem
realiza o gesto de interpretagcdo enquanto escolha epistémica. Quando essa
simulacédo é aceita como substituta da leitura critica, ocorre um rebaixamento

estrutural da atividade cognitiva.

No campo educacional, os efeitos tornam-se visiveis. Estudantes, cada vez mais,
recorrem aos modelos para obter respostas, resumos, ensaios ou analises que,
embora bem estruturados, ndo emergem de sua prépria experiéncia cognitiva.
Como adverte Jacques Ranciere (1991), a educagao nao é o simples acesso ao
conteudo, mas o exercicio da igualdade de inteligéncias — e essa igualdade exige
esforco, mediacdo e tempo. Quando o estudante apenas consome o output da
maquina, a aparéncia de saber substitui o processo de construcao do
conhecimento, e o gesto de julgar — que é o nucleo da formagdo — é adiado

indefinidamente. O sujeito epistémico, nesse cenario, € suspenso.

Na esfera institucional, o problema se amplifica. Pareceres juridicos, relatérios
técnicos, diagndsticos e decisbes administrativas podem ser auxiliados por
linguagem gerada automaticamente, criando a ilusdo de neutralidade
interpretativa. No entanto, como destaca Luciano Floridi (2020), a delegacao da
avaliacdo moral a sistemas ndo morais implica uma responsabilidade deslocada,
mas jamais anulada. O modelo nao julga, mas seus outputs influenciam
julgamentos humanos. E se esses julgamentos forem aceitos sem verificagao,
ocorre uma abdicacédo do discernimento — ndo apenas do conhecimento, mas da

propria responsabilidade que lhe é inerente.

A pesquisa cientifica, por sua vez, exige como condicdo fundamental a
reinterpretacao constante: revisdo de dados, confronto com hipdteses, atencao ao
dissenso. A confianga excessiva em resumos algoritmicos, sugestdes de
metodologia ou simplificagbes conceituais pode empobrecer o campo
epistemoldgico, substituindo o debate por reproducgéao. A velocidade dos modelos,
nesse caso, apaga o intervalo necessario da duvida — aquele momento que, como
apontou Walter Benjamin (1936), torna o pensamento verdadeiramente narravel e

transmissivel.
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E preciso, portanto, restabelecer o lugar do juizo. Ndo hé problema em utilizar
modelos como ferramentas de apoio — o risco esta na substituigdo. A linguagem
automatizada pode ser estimulo, provocacao, ponto de partida. Mas nédo deve
jamais se converter no ponto final do processo interpretativo. A cognicdo ndo se
realiza no consumo do texto, mas na relacao critica com ele. E essa relacdo nao é

transferivel a um sistema técnico, por mais avangado que seja.

O enfrentamento desse risco exige um esforgo pedagdgico e epistémico. Devemos
desconfiar da fluidez excessiva, ensinar a interrogar respostas que soam
convincentes, cultivar praticas de verificacao, releitura e autoria ativa. Em tempos
de automacao simbodlica, nao é a producgao textual que deve ser defendida, mas o
direito de julgar. Pois é no juizo — e nao no texto — que a linguagem se transforma

em conhecimento. E delega-lo auma maquina é renunciar a condicao de intérprete.

6.3. Feedback algoritmico e a curvatura dos discursos

Em ecossistemas discursivos mediados por modelos de linguagem, os signos nao
apenas sdo produzidos: eles sdo reciclados, reintroduzidos e reprocessados dentro
dos préprios sistemas que os geraram. Esse ciclo de retroalimentagao, conhecido
como feedback algoritmico, constitui uma das dindmicas mais estruturantes — e
ainda subestimadas — da era da semiose automatizada. Trata-se de um processo
pelo qual os modelos aprendem com seus proprios outputs, direta ou
indiretamente, gerando um efeito de curvatura do campo discursivo: os enunciados
deixam de ser respostas ao mundo e tornam-se repeticbes de padrdes

internalizados. A linguagem se dobra sobre si mesma.

Esse fendbmeno é descrito por Adrian Mackenzie (2017) como inteligéncia de
recorréncia, na qual os sistemas reforgam seus préprios habitos, criando redes de
inferéncia que retroalimentam o que ja é conhecido. A medida que os modelos sdo
treinados com corpora massivos — compostos por dados da internet, bancos
publicos e, progressivamente, por textos gerados por IA—eles passam a incorporar
producdes algoritmicas como se fossem linguagem humana auténtica. O resultado
€ a duplicacao silenciosa de si mesmos. A linguagem perde sua tensdo com o

inesperado e passa a operar como variagao de um mesmo ruido estatistico.
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Essa curvatura afeta diretamente a diversidade e a heterogeneidade discursiva.
Quanto mais os modelos produzem linguagem, mais padronizam estilos,
argumentos e estruturas retéricas. Essa tendéncia a homogeneizagao, como
advertiu Wendy Chun (2016), ndo é neutra— ela age como forga politica que molda
o0 campo do possivel, tornando invisiveis vozes periféricas, estruturas sintaticas
divergentes ou formas de discurso nao candnicas. A curvatura dos discursos,
portanto, ndo é apenas técnica — é ideoldgica: o modelo normaliza, repete,

generaliza— e com isso enfraquece o dissenso, o desvio e o singular.

A retroalimentagéao algoritmica também interfere na temporalidade do discurso. A
linguagem torna-se autorreferente, presente continuo: os modelos aprendem com
o que ja produziram, e ndo com o que ainda néo foi pensado. Como observa Franco
“Bifo” Berardi (2019), a crise contemporanea da linguagem estéa diretamente ligada
a sua incapacidade de tensionar o futuro — de abrir espago para a invengao e para
a subjetividade ainda ndo reconhecida. No lugar do novo, temos a recirculacdo do

plausivel. No lugar do acontecimento, a repeticao.

Do ponto de vista epistémico, o feedback loop gera um paradoxo: a linguagem se
torna confiavel nado por causa de sua capacidade critica, mas por sua recorréncia
estatistica. Os modelos repetem fragmentos anteriores, 0s Usuarios os consomem
como se fossem originais, e 0s sistemas aprendem com esse consumo. Forma-se,
assim, uma cadeia circular de autovalidagcao probabilistica, em que a linguagem se
legitima a si mesma. Como adverte Vilém Flusser (1985), quando a informacéo se
fecha sobre si, ela deixa de produzir sentido e passa apenas a simular
comunicacdo. O modelo ja nao interpreta o mundo: ele apenas responde a si

mesmo.

Enfrentar essa curvatura exige mais do que ajustes nos dados de treinamento. Exige
uma vigilancia semiética sobre a genealogia e a circulacdo dos signos. E preciso
rastrear os ciclos de retroalimentacao, diagnosticar os pontos de autorreferéncia e
proteger o campo discursivo da erosao da diferenca. A linguagem critica depende
de tensdo, abertura, dissonancia. Um modelo que curva os discursos sobre si,

ainda que eficaz, ameaca a possibilidade de pensar o outro, o estranho, o porvir.
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Em ultima instancia, a linguagem deve ser campo de abertura— nao de reiteracao.
Preservar essa abertura € uma tarefa semiética e politica. Pois é dela que depende
nao apenas a diversidade simbolica, mas a prépria condicdo de que a linguagem

possa continuar dizendo algo que ainda nao foi dito.

6.4. Responsabilidade e imputacao - ética semidtica em sistemas nao
intencionais

A linguagem nao é apenas uma estrutura de representagdo — € também um ato de
posicionamento no mundo. Todo signo, ao ser emitido, carrega implicagdes
interpretativas que mobilizam crencgas, afetam decisdes e produzem efeitos reais.
Em regimes discursivos tradicionais, essa carga semantica vem acompanhada de
responsabilidade imputavel: quem fala responde pelo que disse. Autores,
professores, jornalistas, cientistas, juristas — todos se inscrevem em circuitos nos
quais alinguagem é inseparavel da ética da enunciagdo. Como aponta Judith Butler
(1997), a fala nao é livre de responsabilidade, pois “agir com palavras” é também

agir sobre o0s outros.

Entretanto, esse vinculo se rompe com a entrada dos modelos de linguagem
generativa. O sistema que produz o enunciado néo é sujeito, nem agente ético. Ele
nado tem intencdo, ndo possui horizonte moral, nem pode responder pelo que
produz. Ele apenas calcula. No entanto, seus signos circulam, sdo interpretados e
muitas vezes incorporados como se fossem fruto de posicionamento consciente.
Isso inaugura um paradoxo semiotico de larga escala: temos linguagem operando

efeitos, sem haver, no sentido estrito, um autor a quem atribui-los.

Quando um modelo emite uma resposta distorcida, discriminatdria, tecnicamente
errada ou mesmo manipuladora, a quem cabe a responsabilidade? Ao engenheiro
que ajustou os parametros? Ao pesquisador que definiu o corpus? A empresa que
distribui a API? Ao usuario que formulou a pergunta? A cadeia causal se dissolve
numa rede distribuida, sem centro claro. Bruno Latour (2005) adverte que a acao
nunca é de um s6; é sempre uma multiplicidade de atores interagindo em rede.
Nesse sentido, ndo ha agente isolado — mas ha efeitos, e efeitos exigem

responsabilidade.
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E nesse ponto que a ética da linguagem precisa ser reformulada a partir de um
regime de imputacdo ndo intencional. Como propde Luciano Floridi (2010),
devemos pensar em uma responsabilidade distribuida, capaz de atribuir
accountability ndo ao agente que “quis” o signo, mas a rede sociotécnica que o
produziu e o deixou circular. Essa ética ndo se ancora na vontade, mas no
mapeamento das condi¢cdes que permitem que um enunciado exista, funcione e

gere efeitos.
Trés instrumentos tornam-se fundamentais nesse novo cenario:

e Transparéncia- O usuario deve saber, sem ambiguidade, quando esta diante
de linguagem gerada por maquina. A opacidade sobre a origem do discurso

mina o discernimento e impossibilita a critica.

o Rastreabilidade - E preciso poder reconstruir o caminho técnico,
institucional e humano que levou a produgédo de um dado output. Cada

signo precisa de uma genealogia, mesmo que descentralizada.

e Validacdo contextual — A avaliagdo do discurso ndo pode se restringir a
critérios de coeréncia formal. E necessario considerar o contexto de uso, os
riscos de interpretacdo e os efeitos esperados ou colaterais de sua

circulacéao.

Ao lado desses mecanismos, € preciso combater o fetichismo da neutralidade
algoritmica — essa ilusdo de que os sistemas de |A operam acima de qualquer viés
ou posigao. Como ja advertia Norbert Wiener (1954), a maquina que aprende com
o humano herda também suas falhas. Os modelos carregam, em suas estatisticas,
marcas historicas, escolhas politicas e exclusdes culturais. Uma ética semidtica
robusta precisa reconhecer que nao ha linguagem inocente, nem quando gerada

por circuitos sem sujeito.

Por isso, imputar responsabilidade nao significa apenas apontar culpados, mas
desenhar uma arquitetura de vigilancia critica, de avaliagao coletiva e de resposta
institucional. Mesmo sem inten¢&o, um signo continua sendo um ato no mundo. E

todo ato, ainda que automatizado, deve prestar contas — n&o porque foi querido,
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mas porque serd interpretado. E essa leitura — critica, epistémica e ética — que

precisa ser reconstruida para o tempo dos algoritmos.

6.5. Governancga dos signos — necessidade de regulacao epistémica da
linguagem automatica

Diante da producdo massiva de signos por sistemas que ndo compreendem o que
dizem, impoe-se a sociedade contempordnea uma tarefa inadiavel: constituir uma
governanca dos signos em ambientes algoritmicos. Nao se trata apenas de regular
o uso da inteligéncia artificial em termos técnicos, legais ou econdmicos. Trata-se
de instaurar uma vigilancia epistémica e semidtica sobre os discursos produzidos
automaticamente, seus modos de circulacao, seus efeitos sociais e seus critérios
de legitimidade. Como lembra Jlirgen Habermas (1981), a linguagem é o meio da
convivéncia social racional — e onde a linguagem se descola do sujeito, a

deliberagao publica se fragiliza.

A linguagem automatizada nédo é neutra. Ela molda percepgodes, estabiliza
interpretacoes, induz decisdes, institui padrdes de veracidade e afeta diretamente
ecossistemas antes mediados por agentes humanos: instituigdes juridicas,
ambientes educacionais, plataformas cientificas, canais jornalisticos. Quando
essa linguagem adquire efeito performativo, passando a ser recebida como
verdadeira, legitima ou valida sem que haja um sujeito enunciador, estamos diante
de um deslocamento do campo discursivo que ndo pode permanecer sem
regulacéo. Pois onde ha linguagem, ha poder — e onde ha poder, ha necessidade

de accountability.

Mas essa regulacdo ndo pode ser meramente formal. Nado basta bloquear
contetidos extremos ou aplicar filtros de palavras-chave. E preciso pensar em uma
regulacdo epistémica, capaz de distinguir o que é interpretavel do que é apenas
estatisticamente plausivel, o que é crivel do que é apenas recorrente. Como afirma
Luciano Floridi (2020), os sistemas de IA ndo tém obrigacao de verdade, mas nés
temos a obrigacdo de manter a verdade como critério normativo. Isso significa

construir dispositivos que assegurem que o signo, mesmo quando produzido
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automaticamente, possa ser interrogado, situado e assumido — pois sua

circulagao produz efeitos cognitivos, sociais e politicos.
A governanga dos signos exige, portanto, quatro eixos operacionais centrais:

1. Transparéncia — Todo enunciado gerado por IA deve ser explicitamente
identificado. Marcas textuais, alertas visuais e protocolos institucionais
devem indicar sua natureza automatizada, seu nivel de supervisdo e sua
origem técnica. A opacidade compromete o discernimento do leitor e rompe

o contrato interpretativo.

2. Rastreabilidade — Os signos devem ser acompanhados por metadados que
permitam reconstruir sua cadeia de produgao: modelo utilizado, fontes de
treinamento, parametros de geracao, intencao de uso. Isso fornece base

para responsabilizacao e critica informada.

3. Validacdo contextual — O uso de modelos deve ser calibrado ao campo
interpretativo em que os signos circulardo. Um texto técnico, juridico,
educacional ou jornalistico exige critérios de verdade, relevancia e
legitimidade diferentes. A qualidade linguistica nao basta: é o contexto que

legitima o signo.

4. Auditoria interpretativa — Devem ser criados drgaos independentes de
avaliagdo da linguagem automatizada, com capacidade para diagnosticar
viés, redundéncia, apagamento discursivo, simplificacdo ou inducao
interpretativa. Como propde Sheila Jasanoff (2004), a ciéncia e a tecnologia
precisam de féruns de coproducao responsavel com a sociedade, pois

tecnologias que produzem sentido precisam ser politicamente auditaveis.

5. Alémdessesinstrumentosinstitucionais, a governanga dos signos demanda
uma nova formacao interpretativa. Ndo basta alfabetizar cidadaos para o
uso de |IA — é preciso formar leitores criticos da linguagem gerada por IA.
Isso implica desenvolver competéncias semidticas: saber identificar
automatismos, reconhecer simulagdes, rastrear origem, exigir autoria, e,

sobretudo, recusar fluéncia como sinénimo de verdade. Como apontava
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Umberto Eco (1990), ler é reconstruir intengcdes — e onde nao ha intencao,

€ necessario reconstruir a estrutura de funcionamento do discurso.

Governar os signos, portanto, ndo € censurar a maquina, mas proteger o espaco do
sentido em uma era de sua automatizagcdo acelerada. Significa afirmar que toda
linguagem que circula em nome da verdade, da justica ou da formacéo deve ser
rastreavel, criticavel e assumida — mesmo quando sua origem nao é um sujeito. A
regulacao epistémica é, nesse contexto, uma forma de preservar a linguagem como
espaco comum de sentido compartilhado, onde a interpretagdo continua sendo

um direito — e um dever — humano.

Conclusao - A linguagem sob tensao: ética, juizo e regulagcao em tempos de

automacao semiotica

O avanco dos modelos de linguagem automatizada introduz uma inflexao decisiva
na histéria da linguagem publica: pela primeira vez, enunciados que circulam com
fluéncia, coeréncia e aparéncia de autoridade sdo produzidos por sistemas sem
sujeito, sem consciéncia e sem horizonte interpretativo. Esse deslocamento rompe
as estruturas classicas da enunciacao e inaugura um regime discursivo em que o
signo é operado, mas ndo assumido; € distribuido, mas nao experienciado; é eficaz,

mas nao intencional.

Nesse novo ecossistema, os fundamentos éticos e epistémicos da linguagem
passam a operar sob tensdo. O vinculo entre signo e autoria se fragiliza; o juizo
interpretativo tende a terceirizacao; os discursos se curvam sobre si mesmos em
ciclos de retroalimentacdo estatistica; e a responsabilidade pelos efeitos dos
enunciados se dissolve em redes técnico-institucionais difusas. A linguagem torna-
se, cada vez mais, um produto de calculo — mas seus efeitos continuam sendo

interpretativos, sociais, politicos e morais.

O desafio que se impode, portanto, nao é rejeitar a linguagem automatizada, mas
inscrever sua existéncia dentro de uma nova gramatica de responsabilidade e
regulacdo. Isso exige repensar os critérios de imputacdo ética, reconstruir

dispositivos de vigilancia critica, instituir mecanismos de validagao contextual e
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formar leitores capazes de interrogar a linguagem, mesmo quando ela emana de
sistemas ndo humanos. A linguagem, para manter-se espaco de sentido e de
justica, precisa continuar sendo tratada como campo interpretavel — e ndo apenas

como fluxo estatistico bem-formado.

Em ultima instancia, este capitulo argumenta que a governanca da linguagem na
era algoritmica é inseparavel da preservacao do juizo humano como instancia de
leitura, contestacao e responsabilidade. Mesmo quando gerado por maguinas,
todo signo que circula entre nds carrega consequéncias — e essas consequéncias
exigem interlocugéo, vigilancia e resposta. A ética da linguagem, nesse novo
cenario, nao se reduz a intengdes, mas se amplia em funcgao dos efeitos. E é nesse
ponto que a semiodtica assume sua tarefa mais urgente: ler os signos automatizados

como atos discursivos no mundo — e, por isso mesmo, como atos que importam.
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CAPITULO VII

7. Cultura, linguagem e conhecimento em ecossistemas hibridos

A linguagem nunca foi apenas um meio de comunicag¢ao. Desde as tradi¢cdes orais
até os sistemas hipermidiaticos contemporaneos, ela sempre operou como
estrutura de mundo, matriz de cultura e tecnologia simbdlica de mediagao entre o
sujeito e o coletivo. Cada mutacdo nos modos de produgdo e recepgao da
linguagem reconfigura nao apenas a superficie dos discursos, mas as condicdes
epistémicas da propria cultura. Como afirmou Michel Foucault (1971), toda
sociedade é atravessada por sistemas de controle da linguagem: por quem fala,
como fala, e com que efeitos de verdade. Neste momento, presenciamos uma
dessas inflexdes decisivas: a incorporagao progressiva de modelos de linguagem
vetorializados aos fluxos cotidianos de leitura, escrita, aprendizado e organizagcao

do saber.

Esse processo, muitas vezes invisivel na sua operacdo técnica, altera
estruturalmente os regimes interpretativos que historicamente sustentaram as
instituicdes do conhecimento. Ferramentas como os Transformers ndo apenas
automatizam tarefas — elas se convertem em coautoras silenciosas da linguagem,
organizando o acesso a informacao e reformulando os critérios de inteligibilidade
textual. Como observou Donna Haraway (1991), tecnologias ndo sao neutras: elas
codificam relagdes de poder, modos de ver e formas de habitar o mundo. Ao serem

inseridos nos sistemas educacionais, nas redes de pesquisa, nas plataformas de
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informacao e nos espacos de leitura, esses modelos fragmentam o antigo circuito
da mediacgao critica, no qual o sujeito interpretava o signo, e instauram um novo
ciclo: o da cognicao hibrida, em que humanos e algoritmos compartilham — ou

disputam — a producéo de sentido.

E nesse cendrio que propomos a nogdo de ecossistemas hibridos de linguagem:
ambientes em que a coghicdo humana e o processamento vetorial ndo apenas
coexistem, mas atuam simultaneamente sobre os signos, reorganizando as
praticas culturais, os modos de leitura e a propria ideia de conhecimento. Como
sugeriu Walter Ong, cada tecnologia da linguagem reconfigura também a mente
que dela faz uso (ONG, 1982). No regime vetorial, a linguagem deixa de ser
exclusivamente artefato cultural para se tornar infraestrutura técnica, operada por
sistemas que nao leem, mas projetam interpretacoes estatisticas sobre cadeias

simbodlicas.

Neste capitulo, investigaremos como essa convivéncia entre agentes humanos e
modelos generativos vem redesenhando os contornos da leitura, da produgéo
discursiva e da circulacdo do saber. A figura do leitor se desestabiliza diante de
textos que nao tém autoria; o autor é tensionado pela presenca do sistema que
escreve sem intencao; o pesquisador torna-se curador de sinteses algoritmicas; e
o intérprete, cada vez mais, precisa aprender a dialogar com enunciados que nao
emanam de uma experiéncia humana. Como afirma Katherine Hayles (2005), a
inteligéncia artificial ndo apenas processa linguagem — ela altera o que significa

pensar com linguagem.

O acesso ao conhecimento, nesse novo regime, nao se da apenas por livros,
professores ou bibliotecas, mas por sistemas de resposta automatica, repositoérios
vetoriais e fluxos dindmicos de informacao sintetizada. O saber torna-se
instantdneo, distribuido e frequentemente opaco. Os signos ndo esperam
interpretacdo — se oferecem como verdade fluente. Isso levanta questdes cruciais:
como formar leitores num ambiente em que nem todos os textos tém sujeitos? Que
tipo de cultura emerge quando o imaginario coletivo € moldado por linguagens
automatizadas? Quais desigualdades interpretativas se acentuam quando o

dominio sobre os signos depende do dominio sobre os sistemas que os produzem?

69



Para enfrentar essas perguntas, o capitulo sera dividido em cinco eixos: (1) os
ecossistemas hibridos como novo regime de producédo de linguagem; (2) as
camadas de leitura entre texto humano e texto vetorial; (3) a logica de distribuicao
do saber em redes algoritmicas; (4) a reconfiguracao simbélica do imaginario; e (5)

as assimetrias cognitivas intensificadas pela automacgao semiética.

Esta secdo, portanto, ndo busca apenas descrever os efeitos culturais da IA
linguistica, mas provocar uma reflexao critica sobre a transformagao das condigdes
simbdlicas que sustentam a cultura. Pois, como advertia Vilém Flusser (1985), o
que estd em jogo nao é o conteudo da mensagem, mas o cédigo que possibilita a
comunicacao. E nesse novo codigo, é a prépria linguagem que exige ser lida— nao

como produto, mas como processo técnico de reconfiguragdo do mundo.

7.1. Ecossistemas hibridos - linguagem entre humanos e maquinas

Historicamente, a linguagem foi operada por sujeitos humanos — mesmo quando
mediada por tecnologias como o papiro, o cédice, a imprensa ou a tela digital. O
que caracteriza o momento atual, contudo, € um deslocamento estrutural: a
tecnologia deixa de ser apenas suporte ou canal de transmissdo e passa a ser
coparticipante ativa da propria produgao linguistica. A cognigcado ja nao é
exclusivamente humana — ela é distribuida entre humanos e sistemas técnicos
(HAYLES, 2017). Estamos, portanto, diante de uma inflexdo ontoldgica: as
maquinas nao apenas registram linguagem; elas a produzem, reorganizam e

antecipam, atuando como operadores semidticos, mesmo sem consciéncia.

Esse fendmeno inaugura o que podemos chamar de ecossistema hibrido de
linguagem — um espaco onde humanos e sistemas algoritmicos compartilham a
responsabilidade pela geragao, circulacdo e interpretacdo dos signos. Trata-se de
um ambiente semidtico distribuido, no qual diferentes formas de agéncia —
intencional e estatistica, experiencial e vetorial — coexistem, interagem e, por

vezes, colapsam as fronteiras entre autoria, mediacdo e automatismo.

A linguagem, nesses ecossistemas, é produzida por sobreposicao de instancias:
sujeitos humanos com seus estilos, valores e contextos, e modelos

computacionais com seus embeddings, pesos e mecanismos de atencéo. O texto
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resultante ja nao pertence integralmente a um polo ou outro: ele é atravessado por
camadas de interferéncia, colaboragao ou delegacao, formando zonas de mistura
que desestabilizam a ideia de origem. A técnica passou a ser um sistema produtor
de subjetividade, e ndo apenas sua extensao (STIEGLER, 2010). Exemplos séo
inumeros: redacoes escolares parcialmente geradas por IA; reportagens escritas
por humanos, mas otimizadas por algoritmos de engajamento; artigos cientificos
revisados por sistemas de sugestao automatica. Todos sdo enunciados sem origem

estavel, sedimentagdes de multiplas forgas cognitivas e técnicas.

Esse deslocamento nao atinge apenas a escrita, mas também a leitura e a
interpretacao. O leitor ja ndo sabe se o texto foi pensado ou calculado. O autor ja
nao controla o que escreveu, pois parte da escrita foi sugerida, completada ou
reformulada por ferramentas de autocompletar. O editor ou o avaliador pode nao
ter meios para distinguir uma elaboracdo discursiva original de uma resposta
algoritmica estilizada. Como destaca Bruno Latour (2005), “a agcdo nunca é de um
s6 —ela é o resultado de uma rede de actantes, humanos e ndo-humanos”. Nesse
cenario, o signo deixa de ser vestigio de um sujeito e passa a ser produto de uma

rede semidtica operativa, onde o humano ja nao é o Unico responsavel pelo sentido.

A infraestrutura técnica que sustenta esses ecossistemas reforca esse
embaralhamento. Sistemas de autocompletar, assistentes de escrita, tradutores
automaticos, buscadores semaéanticos e agentes conversacionais atuam nos
bastidores da linguagem cotidiana — intervindo, sugerindo, priorizando. Na era
digital, a escrita ja ndo exprime interioridade, mas se converte em performance de
padrdes algoritmicamente previsiveis (HAN, 2020). A linguagem, nesse regime,
torna-se ambiente operacional, mediada n&o apenas por cultura, mas por

arquitetura de sistema.

Do ponto de vista semiodtico, essa hibridizagao implica repensar a natureza do
signo. Cada palavra pode ser, simultaneamente, desejo humano e calculo
probabilistico; cada frase, o cruzamento entre intuicao estilistica e predicao
estatistica. O texto, por sua vez, ja nao é produto de uma mente, mas de uma

multiplicidade de agentes — conscientes ou hao — que atuam sobre ele em tempo
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real. A linguagem se torna um campo de sedimentacao de forgas hibridas —

simbdlicas, cognitivas, técnicas.

Importa ressaltar: essa hibridizacdo nao é negativa em si. Ela expande o repertério
expressivo, democratiza ferramentas, acelera processos criativos. Mas também
fragiliza a autoria, homogeneiza o discurso, produz opacidade e esvazia o gesto
interpretativo. Como lidar com isso ndo é apenas uma questao técnica, mas

epistemoldgica e cultural.

Compreender os ecossistemas hibridos, portanto, é fundamental para toda critica
da linguagem contemporanea. E nesses ambientes que os signos se movimentam
hoje. E é neles que se jogam os futuros possiveis da autoria, da leitura e da
responsabilidade discursiva. A pergunta ndo é mais se a maquina pode escrever —

mas o0 que acontece com a cultura quando ela escreve conosco.

7.2. A leitura como interpretagcdo em camadas - o texto humano e o texto
vetorial

Ler, no paradigma classico, sempre foi um ato de interlocugédo simbdlica. Mesmo
sem a presenca fisica do autor, o leitor projeta no texto umavoz, umaintengao, uma
subjetividade com a qual estabelece um vinculo interpretativo. Como afirma
Wolfgang Iser (1978), a leitura é a realizagdo concreta de uma potencialidade
textual. Nesse sentido, ler € um gesto relacional: exige inferéncia, empatia,
julgamento, hesitacdo. A palavra escrita carrega tragcos da interioridade de seu
emissor, € o leitor constroi sentido a partir dessa marca. No entanto, essa dindmica
entra em colapso parcial nos ecossistemas hibridos de linguagem. O texto ja ndo é,
necessariamente, fruto de um sujeito — pode ter sido gerado por inferéncia
estatistica, completado por um modelo vetorial ou inteiramente escrito por um
sistema automatizado. E isso reconfigura profundamente o que significa

interpretar.

Quando o leitor se depara com um texto fluente, coerente e responsivo — mas sem
origem humana identificavel — a leitura transforma-se em um jogo de suposicodes.
A superficie textual simula intencionalidade, mas ndo ha consciéncia por tras da

escolha dos signos. O perigo ndo esta apenas na ilusdao de autoria, mas na
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compressao do ato interpretativo. O leitor, ao projetar intencionalidade onde ndo
ha sujeito, atribui sentido a estruturas produzidas por calculo. Ele busca
implicagdes, contexto e posicionamento em uma linguagem que, embora funcione
como se fosse humana, ndo tem densidade experiencial ou horizonte ético. A
leitura é sempre a construcdo de um significado — mas o sentido atribuido

depende de quem se imagina como emissor (BARTHES, 1977).

Essa dindmica gera uma estratificagao da leitura: ndo ha mais apenas o que o texto
diz, mas quem supomos que o diz — e essa suposicdo pode ser equivocada. A
interpretagdo contemporanea torna-se uma operagado em camadas: ler o
conteudo, mas também interrogar sua origem, sua funcao, seu modo de produgao.
O leitor assume o papel de arquedlogo do signo, buscando pistas que indiquem se
esta diante de um gesto humano, de uma performance algoritmica ou de uma
sintese hibrida. Como propoe Katherine Hayles (2005), a literacia critica hoje requer
nao apenas ler textos, mas entender as maquinas que os produzem e os algoritmos

que os formam.

Mas o desafio ndo para na origem. Os préprios modelos vetoriais impdem formas
de textualidade. Ao organizarem argumentos com clareza sintética, ao eliminarem
ambiguidades, ao concluirem com fluéncia programada, esses modelos
redesenham o horizonte de expectativa do leitor. Em vez de interpretar, o leitor
comeca a consumir. Em vez de hesitar, ele avancga. Atolerdncia a complexidade, ao
paradoxo e a dissonancia — marcas da linguagem humana — se atrofia diante da
previsibilidade das respostas algoritmicas. Franco Moretti (2000) advertia que a
leitura critica exige tensdo com o texto, mas o texto vetorial tende a suprimir essa

tenséo, oferecendo apenas continuidade.

O risco maior, portanto, nao é que os modelos escrevam — é que passemos a ler
apenas aquilo que os modelos sabem escrever. Perde-se, assim, azona do nao dito,
do hesitante, do ambiguo — o espaco onde o leitor é convidado a reconstruir,
reinterpretar, duvidar. A linguagem humana, especialmente aquela marcada por
subjetividade, conflito e siléncio, convida a uma leitura densa, em que cada frase é
uma aposta interpretativa. Preservar essa leitura € um ato de resisténcia contra o

achatamento cognitivo promovido por textualidades excessivamente otimizadas.
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Diante disso, o leitor contemporaneo precisa navegar entre dois regimes: o da
linguagem humana, com sua densidade semantica, e o da linguagem vetorial, com
sua eficiéncia sintatica. A leitura em camadas é a competéncia critica que permite
esse transito. Ela exige nao apenas decifrar palavras, mas compreender
arquiteturas discursivas que misturam autoria, automatismo e simulago. Ler, hoje,

é uma operagao complexa que articula cognicao, vigilancia e politica do sentido.

7.3. Conhecimento em rede e a logica da distribuicdo semidtica

A forma como uma sociedade produz, valida e transmite conhecimento esta
diretamente vinculada aos regimes semidticos que organiza e aos suportes
técnicos que mobiliza. Durante séculos, o saber foi estruturado em torno de
dispositivos centralizados — livros, bibliotecas, instituicbes académicas e
sistemas curriculares — que operavam como polos de autoridade epistémica e
mediadores do discurso legitimo. Cada tecnologia de midia reconfigura o
ecossistema simbdélico no qual o conhecimento é interpretado e reconhecido
(POSTMAN, 1993). A linguagem, nesse modelo, circulava com mediacdes
explicitas, e a construgao do saber se dava de modo cumulativo, enciclopédico e

progressivo.

Esse paradigma, contudo, sofre uma inflexdo decisiva com o surgimento da internet
e, mais recentemente, com a inser¢do dos modelos de linguagem generativa no
cotidiano da leitura e da pesquisa. Surge um novo regime semidtico: o da
distribuicdo algoritmica em rede, no qual o conhecimento deixa de ser tratado
como totalidade organica e passa a operar como fluxo continuo e recombinavel.
Como afirma Pierre Lévy (1994), a inteligéncia coletiva da cibercultura dissolve os
centros tradicionais do saber, reconfigurando o espaco epistemolégico como uma

topologia movel e distribuida.

Nesse regime, 0 saber ndo € mais acessado por caminhos ordenados — ele é
requisitado por demanda, sintetizado por algoritmos, moldado por padrbes
estatisticos e ajustado a intengdo momentanea do usuario. Tutoriais, respostas
instantdneas, caixas de resumo, trechos de artigos, videos curtos e graficos

interativos substituem a linearidade do tratado e a complexidade do percurso
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hermenéutico. A fragmentacgao informacional nao é acidental, mas funcional: ela
atende a um modelo de consumo cognitivo acelerado, orientado por eficiéncia e
relevancia probabilistica. O banco de dados substitui a narrativa como forma

cultural dominante do século XXI (MANOVICH, 2001).

Os modelos de linguagem desempenham papel ativo nesse redesenho. Eles ndo
apenas respondem perguntas — eles modulam a forma como o conhecimento se
apresenta. Ao selecionar exemplos, sintetizar argumentos ou preencher lacunas
com base em padrbes estatisticos, os modelos estabelecem o que deve ser
considerado uma explicacao valida. A resposta ja vem formatada segundo critérios
algoritmicos de completude, clareza e desempenho linguistico — mas nao de
verdade, coeréncia epistémica ou profundidade conceitual. Como alerta Walter
Benjamin (1936), a técnica altera ndo apenas o que se diz, mas a possibilidade

mesma do que pode ser dito.

Com isso, a posicao do leitor-pesquisador também se altera. Ele deixa de ser um
sujeito que percorre fontes, comparavisoes e constrdi interpretacdes para se tornar
um consumidor de sinteses, mediadas por vetores. O processo de aprendizagem é
encurtado, a duvida substituida pela resposta e o conflito interpretativo reduzido a
plausibilidade textual. A performance da linguagem automatizada passa a ser
tratada como evidéncia de conhecimento, ainda que o conteldo expresso seja
superficial, enviesado ou descontextualizado. A consequéncia é uma perda da
dimensao processual do saber, que deixa de ser construgcdo coletiva e passa a ser

produto textual articulado por inferéncia estatistica.

Esse processo, além disso, nao é neutro. Os dados que alimentam os modelos, os
filtros que priorizam conteudos, as estratégias de fine-tuning, os pesos de atengao
— tudo isso molda o que pode ou nao aparecer como resposta valida. Aquilo que é
marginal, divergente, polémico ou densamente contextualizado tende a
desaparecer da superficie visivel do sistema. O resultado é uma censura
algoritmica difusa, ndo impositiva, mas funcional: o0 modelo ndo proibe dizer —
apenas impede que algo apareca como provavel. Os algoritmos ndo censuram
explicitamente: eles modulan a visibilidade daquilo que circula (MACKENZIE,

2017).
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Diante desse cenario, a logica da distribuicdo semidtica exige uma nova forma de
vigilancia epistémica. E preciso recolocar a nocdo de percurso, de conflito
interpretativo, de genealogia discursiva no centro das praticas de leitura e pesquisa.
E necessério diferenciar entre informacéo instantanea e conhecimento situado,
entre dado articulado e ideia compreendida. Saber ndo é obter uma resposta — é
sustentar uma pergunta, muitas vezes sem garantia de conclusdo. A literacia

critica, nesse regime, precisa ser também uma literacia algoritmica e semiotica.

Em ultimainstancia, o conhecimento torna-se um campo de disputa— nao apenas
entre ideias, mas entre formas de geracado textual, arquiteturas de inferéncia,
critérios de verificagao e regimes de leitura. A semiose distribuida, se nao for
acompanhada de uma cultura critica da mediagdo automatizada, corre o risco de
converter o saber em superficie e a linguagem em reflexo do que ja foi consolidado
estatisticamente. O desafio é, portanto, manter o campo simbdlico aberto a
emergéncia do novo, do complexo e do dissonante — mesmo em tempos de sintese

vetorial.

7.4. O imaginario técnico - como a IA reconstrdi o horizonte simbélico das
culturas

Toda cultura funda-se sobre um imaginario coletivo — um sistema de simbolos,
mitos, arquétipos e narrativas que nao apenas refletem, mas moldam a maneira
como uma sociedade concebe o possivel. O imaginario é uma forma de
organizacao do real: ele estrutura a sensibilidade, regula os afetos e orienta a agao
(DURAND, 1960). Esses dispositivos simboélicos funcionam como matrizes
cognitivas compartilhadas: constroem valores, definem limites, instituem o sentido
do desejavel e do admissivel. Por isso, toda transformacao significativa nas formas
de produzir linguagem — como a que vivemos com a emergéncia dos modelos de
linguagem generativa — afeta também a constituicdo do préprio horizonte

simbdlico das culturas.

Ao gerar textos, imagens, musicas, poemas, slogans ou argumentos, a inteligéncia
artificial ndo se limita a reproduzir aquilo que lhe foi ensinado. Ela reorganiza

padrbes, reconfigura estilos e redistribui conteudos simbdlicos segundo uma légica
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vetorial interna, pautada por estatistica e correlagdo, nao por experiéncia ou
desejo. Como afirma Cornelius Castoriadis (1975), a imaginacgao radical é aquilo
que rompe com o instituido para instituir o novo — mas os sistemas algoritmicos,
por sua propria natureza, operam sobre o ja instituido, convertendo-o em forma
plausivel. Assim, mesmo sem intencionalidade, os modelos tornam-se operadores
do simbdlico: instadncias que produzem e redistribuem sentidos em larga escala,

redefinindo o que é verossimil, imitavel e circulavel dentro de uma cultura.

Essa operacao é visivel na criagdo cultural automatizada. Modelos sdo empregados
para compor letras de musica, roteiros audiovisuais, poemas interativos, narrativas
de jogos e até personagens literarios. No entanto, como os dados de treinamento
refletem padrdes dominantes de linguagem e estilo, o que se produz tende a ser
uma reafirmacgao do canone simbdlico, ndo sua ruptura. O diferente, o estranho, o
contraintuitivo — justamente os elementos que expandem o imaginario — séo
suprimidos por mecanismos de plausibilidade. As maquinas sao sensiveis as
margens do admissivel; seu realismo é uma forma de regulagcdo simbdlica

(HARAWAY, 1991).

Mais grave ainda é o circuito de retroalimentacao simbdélica que se instala. As IAs
aprendem com a cultura existente, produzem conteudo baseado nesses padroes e
reintroduzem esse conteudo como se fosse producdo humana. Em seguida, esse
material € consumido, indexado e retroalimentado no processo de novo
treinamento. A cultura torna-se um ciclo fechado de repetigdo algoritmica, onde a
ruptura simbélica da lugar a confirmacao probabilistica. A metéafora perde suaforca
como desvio, o mito é rebaixado a formula, e o signo torna-se mero resultado de

aproximacoes estatisticas.

Jean Baudrillard (1981) advertiu sobre esse fenbmeno décadas antes: quando o
signo deixa de representar algo real para se referir apenas a outros signos, entramos
no regime da simulacdo. E esse regime que se instaura silenciosamente com a
popularizagao das inteligéncias gerativas: uma simulacao estética do simbdlico, na
qual ha forma, mas ndo abismo; coeréncia, mas nao enigma. A |A opera simbolos,

mas nao os vive; recompde narrativas, mas ndo as habita. O imaginario, nesse

contexto, passa a ser administrado — e ndo sonhado.
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Do ponto de vista semidtico, trata-se de um deslocamento profundo na funcao
simbodlica da linguagem. O signo deixa de ser abertura e torna-se desempenho; a
linguagem se transforma de risco simbdlico em superficie de calculo. A IA nao cria
metaforas, mas as recombina; ndo convoca o desconhecido, mas reorganiza o
provavel. O resultado ¢é uma cultura potencialmente funcional, mas
simbolicamente exaurida — legivel demais para as maquinas e, por isso mesmo,

pobre demais para os humanos.

Diante disso, impde-se uma tarefa cultural e critica: proteger a alteridade simbdlica
da linguagem. O estranho, o incompleto, o poético, o ambiguo — todos esses
elementos nao sao falhas de comunicacao, mas reservas de sentido. Preserva-los
€ garantir que a linguagem continue sendo espago de invengao, e ndo apenas de
reconhecimento. Como defendeu Vilém Flusser (1985), devemos produzir
maquinas que nos libertem da programacao das maquinas. E, nesse processo,
talvez o papel do humano néo seja competir com os modelos, mas resgatar aquilo

que eles ainda ndo podem fazer: imaginar o que ndo se pode prever.

7.5. Desigualdades interpretativas — acesso, literacia e assimetria cognitiva

A presenca crescente dos modelos de linguagem na vida cotidiana, no ensino, nos
ambientes institucionais e nas plataformas digitais impde uma nova camada de
desigualdade cultural— a desigualdade interpretativa. Esta ndo se limita ao acesso
a conectividade ou ao uso de tecnologias, mas refere-se a capacidade de
compreender criticamente como esses sistemas operam, que logicas os
sustentam e quais limitagcbes epistemolégicas carregam. Trata-se de uma
assimetria profunda entre aqueles que compreendem a linguagem vetorial e
algoritmica e aqueles que apenas consomem seus efeitos — sem saber de onde
vém, como foram produzidos ou com que finalidade. A distribuicdo desigual do
capital cultural gera desigualdades invisiveis, que se mascaram sob a aparéncia de
meérito (BOURDIEU, 1982). No caso da IA, essa desigualdade se intensifica, pois o

capital cultural inclui agora a literacia algoritmica.

O dominio sobre o funcionamento interno dos modelos — embeddings, atencéo,

codificagcdes posicionais, estratégias de geragcdo — tornou-se uma nova forma de
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capital simbdlico. Quem domina esses conhecimentos nao apenas utiliza os
sistemas com mais eficiéncia, mas também reconhece seus limites, identifica seus
vieses e evita ilusdes interpretativas. Ja os que interagem com os modelos apenas
como fontes confidveis de linguagem tendem a atribuir autoridade aos seus
outputs, confundindo fluéncia com verdade, legibilidade com legitimidade. O
perigo maior nao é que as maquinas figuem mais parecidas com os humanos, mas
que os humanos comecem a se comportar como magquinas (POSTMAN, 1992).
Quando o ato de interpretar é substituido pelo ato de consumir respostas, o campo

semiotico torna-se terreno de alienagao cognitiva.

Essa assimetria tem implicagdes particularmente graves nos campos de alta
exigéncia interpretativa, como a educacgao, a politica, o direito e a ciéncia. Em
contextos escolares, por exemplo, estudantes podem produzir textos “corretos”
sem jamais ter compreendido o conteudo. A IA responde — mas quem aprende?
Professores, por sua vez, muitas vezes nao dispdem de formacao suficiente para
reconhecer tracos automatizados na escrita dos alunos, confundindo eficiéncia
sintatica com maturidade discursiva. Em ambientes institucionais, pareceres,
relatdrios e decisoes orientadas por sistemas generativos podem ser lidos como
neutros, quando na verdade reproduzem padrdes opacos. A inteligéncia técnica,
nesse caso, mascara a auséncia de interpretacdo humana. Ensinar ndo é transferir
conhecimento, mas criar possibilidades para a sua produgao ou a sua construgao
(FREIRE, 1996). Sem essa criacao partilhada, o conhecimento vira decorréncia, nao

processo.

Além disso, a desigualdade interpretativa € também material. O acesso a formacéao
critica em IA, a compreensao das arquiteturas de linguagem e a capacidade de
leitura técnica esta concentrado em grupos com capital educacional elevado,
acesso a internet de qualidade e familiaridade com idiomas hegeménicos.
Populacgdes periféricas, estudantes de escolas publicas sem estrutura tecnoldgica
Ou paises com menor insergao nos circuitos internacionais de pesquisa continuam
a consumir linguagem automatizada sem meios para problematiza-la. A IA, nesse
cenario, deixa de ser ferramenta e torna-se novo filtro de exclusdo. Shoshana Zuboff

(2019), ao tratar do capitalismo de vigilancia, advertiu: o que é invisivel ndo pode
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sercontestado. Se ndo compreendemos os processos que produzem os textos, ndo

temos como reivindicar outras formas de sentido.

Enfrentar essas desigualdades exige mais do que universalizar o acesso as
ferramentas. E preciso democratizar a compreenséo das ferramentas. Isso envolve
incorporar nos curriculos escolares e universitarios conteudos sobre IA, semidtica
algoritmica, epistemologia critica da linguagem e analise de sistemas vetoriais.
Mas vai além: requer formar leitores capazes de interrogar a origem de um texto,
discernir a diferenca entre produgao humana e geragao automatizada, e resistir a
naturalizacdo da resposta como fim do processo interpretativo. A alfabetizacédo

digital deve evoluir para uma literacia interpretativa plena.

Essa formacao é indispensavel para evitar a constituicdo de uma nova exclusao
cognitiva — nao marcada por dispositivos técnicos, mas por opacidades
semidticas. Em um mundo onde a linguagem € produzida por sistemas que nao
sabem o que dizem, a responsabilidade interpretativa recai, ainda mais, sobre os
sujeitos que a consomem. Interpretar ndo pode ser um privilégio técnico: deve ser
um direito cultural. Pois quem ndo compreende os signos que consome, nao
apenas é manipulado por eles — é excluido do processo de construcao do sentido

comum.

Conclusao - Cultura, linguagem e conhecimento em ecossistemas hibridos

A incorporacdo dos modelos de linguagem generativa aos circuitos cotidianos de
producédo, leitura e organizacdo do saber n&o representa apenas uma
transformacao tecnolégica. Trata-se de uma inflexdo cultural profunda — uma
reconfiguracdo dos modos de significar, interpretar e construir mundo. Em
ecossistemas hibridos, onde a linguagem é coproduzida por humanos e maquinas,
ja nao é possivel sustentar a ideia de autoria singular, de leitura univoca ou de
conhecimento linear. O signo, nesse ambiente, torna-se objeto de disputas

silenciosas entre cogni¢cdes humanas e calculos vetoriais.

Vimos, ao longo do capitulo, que essa transi¢cao impacta diretamente as formas de

leitura, a estrutura da autoria, a distribuicdo do saber, o funcionamento do
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imaginario coletivo e as assimetrias interpretativas. A linguagem automatizada nao
substitui a linguagem humana, mas passa a operar com ela — misturando-se,
cruzando-se, tensionando seus limites. Isso impbde uma nova condigcdo
interpretativa: é preciso ler ndo apenas o que esta dito, mas quem ou o que esta

dizendo, com quais meios, em quais contextos e com quais consequéncias.

O signo, nesse novo regime, continua sendo campo de produgao de sentido — mas
passa a ser também campo de disputa epistemolégica, cultural e politica.
Distinguir entre enunciacdo e calculo, entre subjetividade e simulagao, entre
interpretagdo e performance estatistica torna-se, portanto, tarefa central para
qualquer analise critica da linguagem contemporanea. Nao se trata de rejeitar os
modelos, mas de compreender seu impacto sobre a cultura. Pois o risco nao esta
na existéncia da |IA, mas na sua naturalizagdo — na aceitacdo acritica de seus

signos como se fossem equivalentes ao gesto humano de significar.

Diante desse cenério, este capitulo se encerra com um chamado a vigilancia
interpretativa. Ler, escrever, ensinar, pesquisar — tudo isso exige, hoje, uma nova
literacia semiotica capaz de operar em ambientes onde os textos ndo tém mais
origem clara, nem destino garantido. Em tempos de ecossistemas hibridos, a
cultura continua sendo o lugar da linguagem — mas é também o campo em que se

decide o futuro do sentido.

CAPITULO VIII
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8. Educacao interpretativa e formacao critica em tempos de IA

A emergéncia dos modelos de linguagem baseados em vetorizacdo ndo apenas
transforma os modos de produzir e consumir textos, mas altera profundamente os
fundamentos epistémicos e pedagdgicos da leitura, da autoria e da aprendizagem.
A linguagem automatizada — fluente, responsiva, probabilistica — circula hoje por
ambientes escolares, plataformas de estudo, redes sociais, buscadores e sistemas
de apoio a decisdao. Nesse novo cenario, nao basta mais ensinar o que esta no texto.
E preciso ensinar o que esté por tras dele — como foi gerado, segundo quais légicas,

com quais limitagdes e em que condi¢des de legitimidade.

A educacéo, portanto, ndo pode permanecer presa a um modelo transmissivo
centrado na memorizagao e na repetigcao. Ao contrario, deve tornar-se um espago
de elaboracao critica sobre os prdprios signos que circulam nos ecossistemas
hibridos de linguagem. Modelos como os Transformers ndo devem ser tratados
como inimigos da aprendizagem, mas como operadores técnicos que exigem novos
regimes de leitura, escrita e avaliagcdo. O papel do professor e do sistema
educacional passa, entao, por reformular o que significa interpretar em tempos de
linguagem automatizada — deslocando o foco da resposta para o processo, da

informacgéo para a construgéo de sentido, da passividade para a autoria ativa.

Este capitulo propde uma abordagem interpretativa para a educagdo emtempos de

IA, estruturada em torno de quatro eixos centrais:

1. A redefinicdo da leitura em ambientes hibridos — A leitura torna-se uma
pratica de estranhamento diante de textos cuja origem é opaca e cuja
intencionalidade é simulada. E preciso formar leitores capazes de navegar

entre texto humano e texto vetorial.

2. A escola e a universidade como espacos de elaboragéo critica diante dos
signos — O ambiente educacional deve acolher a linguagem automatizada
sem abrir mao da formacdo de sujeitos conscientes, responsaveis e

criativos. O centro do processo continua sendo a mediagao critica.

3. A pedagogia da vigildncia interpretativa — Ensinar a interrogar os textos

gerados por |A é formar uma literacia semidtica contempordnea: uma
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competéncia que vai além da leitura tradicional, exigindo compreensao dos

mecanismos técnicos que operam os signos.

4. A superagao da passividade e a formacao de agentes interpretativos — Em
vez de impedir o uso da IA, a educacéo deve incorpora-la como ferramenta
dialogica. Mas isso s6 é possivel se os estudantes forem preparados para
atuar como sujeitos diante do signo, e ndo como consumidores de

respostas.

Ao longo dos proximos topicos, exploraremos como essa pedagogia pode ser
construida, sustentada e disseminada como forma de resisténcia critica e
reinvengao simbodlica — néo contra a IA, mas com ela, sob os termos de uma
educacao que ainda deseja formar intérpretes, e nao apenas operadores de

linguagem.

8.1. Ler em ambientes hibridos - o desaparecimento da origem e a
necessidade de vigilancia interpretativa

Ler sempre foi mais do que decodificar palavras. Ler é estabelecer uma relagao
com um enunciador, com um contexto, com uma intencao — é, nas palavras de
Wolfgang Iser (1976), um processo de atualizagio de sentido, onde o texto se realiza
na interacao com o leitor. A leitura pressupde uma origem: alguém que diz algo a
alguém, sob determinadas condi¢des. Porém, em ecossistemas hibridos de
linguagem — nos quais humanos e sistemas algoritmicos produzem enunciados de
modo indiscernivel — esse vinculo interpretativo se rompe. O texto continua
existindo, mas a origem que sustentava sua legibilidade se dissolve. Ja ndo se sabe
quem disse, por que disse, ou se de fato alguém disse. E, como alertava Roland
Barthes, a morte do autor € o nascimento do leitor — mas talvez agora seja também

0 hascimento da simulacéo.

Esse desaparecimento da origem ndo é meramente técnico — é epistémico. Ele
altera a forma como o leitor se posiciona diante do texto, como interroga seus
pressupostos, como atribui confiabilidade e intencdo. Se antes a interpretacéo
envolvia reconstruir a cena enunciativa, agora ela precisa comecgar por uma

pergunta preliminar: esse texto foi produzido por alguém ou por algo? A duvida, que
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antes era periférica, torna-se central. E com ela surge uma exigéncia inadidvel: a
formagao de uma nova vigilancia interpretativa, capaz de lidar com textos cujas
camadas de sentido ndo foram experienciadas, mas apenas simuladas por

inferéncia estatistica.

Nos ambientes educacionais, essa transicao se manifesta de forma aguda. Alunos
consultam resumos gerados automaticamente, redacdes produzidas com auxilio
de IA, explicagcdes sem autoria. Esses textos ndo carregam memadaria, nem conflito,
nem hesitagcao — sao respostas polidas que excluem a duvida. O gesto de leitura,
nesses casos, € transformado em verificagdo de conteudo plausivel. Mas, como
adverte Umberto Eco (1990), ler € mover-se entre o dito e o ndo dito — e onde tudo
é dito com clareza excessiva, nada é realmente interpretado. Um leitor que apenas

verifica ndo interpreta — apenas consome.

Por isso, a formacéo para a leitura em ambientes hibridos ndo pode ser uma
adaptacao a fluéncia algoritmica. Precisa ser, antes, uma pedagogia do
estranhamento. E necessario ensinar os leitores a desconfiar do texto que se
apresenta claro demais, resolvido demais, convincente demais. A clareza pode ser
sintoma de opacidade — especialmente quando nao ha sujeito por tras da frase. A
verossimilhanga pode mascarar a auséncia de experiéncia. A linguagem ¢ feita
tanto do que se mostra quanto do que se oculta (DERRIDA, 1972). Por isso, todo
texto automatizado exige uma leitura que va além da superficie: uma leitura

arqueoldgica, vigilante, inquieta.

Essa nova pratica de leitura exige perguntas distintas: o que esta ausente neste
texto? o que ele simplifica? o que ele simula? que siléncio ele produz? Essa leitura
nao é apenastécnica— é ética. Ela devolve ao leitor a tarefa de reconstruir o vinculo
com a linguagem, ndao como consumidor de conteldos, mas como intérprete de
sentidos. Em tempos de producao textual automatizada, essa vigildncia ndo € um
luxo hermenéutico — é uma forma de sobrevivéncia simbdlica. E, talvez, de

preservacao da linguagem como espaco humano de construgado do mundo.
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8.2. A escola como espaco de resisténcia interpretativa - formar sujeitos
diante do sigho

A escola, mais do que uma instituicao de transmissao de conteudos, € um espago
de formacédo simbdlica. E nela que os sujeitos aprendem ndo apenas a ler e
escrever, mas a interpretar o mundo, a disputar significados, a construir critérios
para distinguir entre o verdadeiro e o verossimil, entre a explicacdo e a
manipulacao, entre o argumento e a repeticdo. Ensinar nao € transferir
conhecimento, mas criar as possibilidades para a sua producdo ou a sua
construcao (FREIRE, 1996). Em tempos de automacao da linguagem, essa fungao
torna-se ainda mais urgente: quando os textos podem ser produzidos sem
pensamento, é preciso que a escola se torne o lugar onde ainda se pensa diante

dos textos.

O papel da escola, nesse contexto, ndo é apenas adaptar-se as novas tecnologias,
mas resistir a dissolugcdo da experiéncia interpretativa. Isso ndo implica rejeitar a
presenca da inteligéncia artificial, mas sim delimitar criticamente seu uso. O texto
gerado por modelos de linguagem pode ser utilizado como provocagio, como
simulacao ou como objeto de analise — mas nao como substituto do exercicio
cognitivo. A educacéo deve ser, antes de tudo, uma pratica da liberdade (FREIRE,
1987), e a liberdade interpretativa exige tempo, conflito e reflexdo. Formar leitores,
escritores e argumentadores demanda mais do que ensinar a produzir textos: exige

ensinar a habita-los.

Contudo, essa reconfiguracao passa necessariamente pela mediacao do professor
e pela reformulacéo do sistema de ensino. E preciso que a avaliagdo escolar deixe
de tratar o texto como produto e passe a valorizar o processo interpretativo que o
sustenta — sobretudo em tempos em que esse texto pode ter sido influenciado,
ampliado ou até mesmo gerado por um modelo de linguagem. O julgamento
pedagégico deve considerar a formulagao dos prompts, a articulagao entre fontes,
a capacidade de sintese, a inventividade na recomposi¢cdo de saberes e a
reflexividade critica com que o aluno lida com a linguagem automatizada. Nao se

trata de punir o uso da IA, mas de qualificar o uso como parte do aprendizado.
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Essaresisténcia é, sobretudo, uma resisténcia ao apagamento do conflito. Modelos
de linguagem geram textos que tendem a fluidez, a plausibilidade, a harmonia
superficial. Mas o pensamento critico nasce da ambiguidade, da contradicao e da
ddvida. Como ja observava Adorno (1970), o pensamento auténtico é sempre ferido
pelo nao-idéntico. A escola precisa ser o espaco que valoriza o que perturba, o que
exige releitura, o que impde ao aluno o trabalho de reformular a pergunta. Para isso,
deve preservar o tempo da leitura, o espaco da escrita e a ética da argumentacao
— todos ameacados pela velocidade e pela performance dos sistemas

automatizados.

A formacao critica, nesse cendrio, torna-se uma pedagogia da desaceleracéo. E o
gesto de restituicdo do direito de ndo compreender de imediato, de ndo aceitar o
texto pronto, de recusar a fluéncia como critério de verdade. Interpretar é retardar
a eficacia do signo. E suspender sua operacdo automatica para restitui-lo ao campo
da interrogacdo. E, como diria Hannah Arendt (1971), parar e pensar — gesto
essencial para a liberdade e para a responsabilidade. E a escola deve ser o lugar

onde esse gesto € cultivado, legitimado e protegido.

Em ultima instancia, formar sujeitos diante do signo é formar consciéncia diante da
linguagem. E lembrar que, mesmo em tempos de textos produzidos por algoritmos,
ainda somos nds — leitores, educadores, cidadaos — que decidimos se atribuimos
sentido ao mundo ou se permitimos que ele nos seja apresentado como um dado
opaco, inquestionado. A escola, enquanto espaco de resisténcia interpretativa,

mantém viva a promessa da linguagem como morada do pensamento.

8.3. A pedagogia da vigiladncia - ensinar a interrogar a linguagem automatizada
Ler € uma forma de resisténcia, escreveu Italo Calvino. Essa resisténcia torna-se
ainda mais urgente em tempos em que a linguagem automatizada circula com
fluidez, coeréncia e aparéncia de autoria. Os textos gerados por modelos de
linguagem simulam intencionalidade, mascaram processos estatisticos sob a
forma de argumentos e, muitas vezes, se apresentam com autoridade que nao
possuem. Diante disso, o desafio da escola nao é apenas ensinar a produzir ou

decodificar textos, mas ensinar a interrogar os mecanismos que 0s produziram.
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Surge, assim, a necessidade de uma pedagogia da vigildncia — nao como controle,

mas como formacao critica diante do signo opaco.

Essa pedagogia amplia o campo da alfabetizag&o tradicional para uma literacia
semidtica e algoritmica. Os alunos precisam desenvolver competéncias que os
capacitem a perguntar: quem ou o que produz esse texto? Com base em que
padrdes? Com que siléncios e recorréncias? A tarefa do professor, nesse contexto,
desloca-se do ensino da norma para a mediagao reflexiva: ele passa a operar como
curador e ativador de perguntas. O objetivo ndo é eliminar a IA do processo
educativo, mas coloca-la em evidéncia — desautomatizar sua linguagem, iluminar

seus vieses, desnaturalizar seus efeitos.

A praticaem sala de aula pode explorar comparacoes entre textos gerados por LLMs
e textos humanos, desconstruir respostas automatizadas, investigar padrbes de
recombinacdo e identificar omissbes sistematicas. Essa andlise nao visa
demonizar os sistemas, mas revelar sua arquitetura de produgdo simbélica. E ao
entender que a IA produz texto sem vivéncia que o estudante se vé chamado a
produzir sentido com implicagéo. A escola, assim, recupera sua funcao essencial:

formar sujeitos diante do signo, e ndo apenas usuarios de linguagem eficaz.

Essa pedagogia também impde uma nova gestao do tempo didatico. A légica da
resposta imediata, tipica da IA, deve ser contrastada pelo tempo da hesitagcao
produtiva, onde a duvida e a pergunta sao valorizadas como etapas cognitivas
fundamentais. Ensinar a desconfiar da fluéncia excessiva € uma forma de restaurar
a complexidade interpretativa. Como ja afirmava Roland Barthes, o sentido ndo
esta na evidéncia, mas na tensao. E tensionar a linguagem, hoje, é interromper a

ilusdo de completude que o texto algoritmico frequentemente encena.

Por fim, formar leitores vigilantes € devolver ao aluno sua condi¢ao de intérprete.
Em um mundo onde os textos sdo cada vez mais performativos, mas cada vez
menos vividos, a educagédo critica se torna o ultimo espaco de resisténcia a
dissolucao do sentido. Interpretar, nesse contexto, € um ato ético e politico —é o
gesto que ancora o sujeito no campo simbodlico e o protege da delegacao

automatica de sua prdépria linguagem.
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8.4. Da mediacao critica a formacao ampliada - o papel da escola diante da IA
O surgimento e a difusdo dos modelos de linguagem generativa nao significam, por
si, uma ameaca a formacgao critica — tampouco representam um obstaculo
intransponivel a aprendizagem significativa. O verdadeiro risco esta em reagir a
esses modelos com passividade institucional ou ignordncia pedagodgica, tratando a
IA como usurpadora do processo educativo em vez de reconhecé-la como
oportunidade histdrica de reconfiguracao da mediagcdo escolar. O desafio ndo é a
tecnologia — é a auséncia de uma mediacao critica que ensine a pensar com,

contra e através da linguagem gerada por sistemas vetoriais.

A escola que reduz sua funcao a apenas transferir contetudos ja nao responde aos
desafios de um mundo em que esses contelidos estdo a um prompt de distancia.
Em vez de lamentar a fluéncia dos modelos, € necessario formar leitores e
escritores que saibam habitar os signos com intencionalidade. A IA ndo elimina o
sujeito: apenas evidencia sua auséncia onde a mediacao critica falha. O texto
automatizado, longe de ser descartado, pode ser instrumento pedagdgico de

excegao, se abordado com rigor, criatividade e tensdo hermenéutica.

Nesse sentido, o papel do professor torna-se ainda mais central. Ele ndo é
substituido pela maquina — mas reconvocado como arquiteto de perguntas, de
percursos e de critérios. Cabe-lhe mostrar aos alunos que interpretar um texto é
muito mais do que lé-lo: é interrogar sua origem, reconstruir seu processo,
confrontar suas lacunas. Cabe-lhe ensinar que usar um modelo de linguagem nao
é trair a autoria, mas exercé-la com mais responsabilidade — sabendo conduzir o
dialogo com o sistema, articulando prompts consistentes, avaliando saidas,
reescrevendo, recontextualizando, comparando versdes, pesquisando o que foi

omitido.

Mais do que nunca, o texto escolar deve ser avaliado pelo percurso, e ndo apenas
pelo produto. A escrita mediada por IA precisa revelar o que o estudante foi capaz
de perguntar, de tensionar, de reinterpretar. Nao se trata de excluir o modelo da sala
de aula— mas de inclui-lo como parte de uma pratica educativa mais sofisticada e

honesta, em que o aluno é chamado a demonstrar autoria mesmo quando parte de
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um texto automatizado. Como disse Vygotsky, o aprendizado desperta diversos
processos internos de desenvolvimento que operam somente quando a crianca

interage com pessoas em seu ambiente e com seus pares.

Formar sujeitos criticos, hoje, significa ensinar a interagir com a IA sem se submeter
a ela. Significa construir uma nova competéncia: a autoria expandida, que articula
o0 gesto humano com os recursos técnicos, sem abdicar da responsabilidade
intelectual. Significa transformar a escola em laboratério interpretativo, onde o
signo é analisado nao apenas pelo que diz, mas pelas estruturas que o produzem.
E significa, acima de tudo, assumir que educar em tempos de |IA ndo é resistir a

tecnologia, mas reposicionar o humano no centro da linguagem.

Conclusao - A formacao interpretativa como horizonte da educacdo em

tempos de linguagem automatizada

O que este capitulo demonstrou € que a educagao, em tempos de produgao textual
automatizada, ja ndo pode se limitar a ensinar conteidos nem tampouco a
reproduzir competéncias linguisticas convencionais. Diante da emergéncia dos
modelos de linguagem como coautores invisiveis nos ecossistemas do saber,
torna-se imperativo formar sujeitos capazes de reconhecer, interrogar e
transformar a linguagem que consomem — inclusive (e especialmente) quando ela

€ gerada por maquinas.

Ler, hoje, exige mais do que decodificar palavras: exige situar o signo em um circuito
complexo de producgéo, autoria, tecnologia e intengéo. Escrever, por sua vez, exige
mais do que articular frases coesas: exige compreender as camadas de
automatismo, de sugestao estatistica e de simulagao retdrica que atravessam a
construgdo textual. E ensinar, neste novo regime, exige mais do que transmitir
conteudos: exige criar espagos para a duvida, o estranhamento e a lentidao
interpretativa — o que Paulo Freire chamava de “processo de problematizagcao do

mundo” (Freire, 1996, p. 44).

Cada eixo abordado neste capitulo — a redefinicao da leitura, a escola como

espaco de resisténcia simbdlica, a pedagogia da vigildncia critica e o risco da
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formacao passiva — aponta para a mesma diregcdo: a urgéncia de preservar a
interpretacdo como gesto humano fundamental. Em um mundo saturado por textos
simulados, nos quais “a informagao esvazia o espirito” ao tornar-se pura operagao
(Han, 2012, p. 15), é preciso reensinar o valor da duvida, da autoria, da reescrita e

da resisténcia textual.

Nao se trata de rejeitar os modelos de linguagem, mas de reposiciona-los
pedagogicamente. Eles podem ser aliados poderosos no processo formativo —
desde que sejam inseridos em projetos que exijam reelaboragao critica,
comparacgao interpretativa, producdo situada e apropriagcao simbdlica. O texto
automatizado pode ser insumo, ndo destino; pode ser provocacdo, mas héo
substituto do processo reflexivo. O que precisa serresgatado é o percurso —e nele,

o papel do sujeito como leitor, autor, intérprete e agente de significacao.

Como lembra Michel de Certeau, “ler é produzir, num espaco diferente, o texto que
se &” (Certeau, 1994, p. 219). A leitura ndo é passividade, mas reinvengéao. E a
escola, nesse cenario, deve proteger essa capacidade de reinvencgao critica diante
de signos cada vez mais disponiveis, porém cada vez menos habitaveis. Aformagao
interpretativa deve se tornar uma competéncia central da cultura contemporanea
— nao apenas para decifrar algoritmos, mas para resistir a opacidade simbélica de

um mundo onde a linguagem pode deixar de significar.

Em dltima instancia, educar em tempos de IA é educar contra o apagamento da
experiéncia interpretativa. E formar leitores vigilantes e cidaddos conscientes de
que nenhum modelo, por mais avancado que seja, pode substituir a
responsabilidade simbdlica de um sujeito diante do signo. Como bem sintetiza
Lucia Santaella, “sem o ser humano, ndo ha sentido — ha apenas sinalizagcao
mecénica” (SANTAELLA, 2004, p. 67). E é por isso que ensinar a ler, hoje, é ensinar

areivindicar o direito de habitar o sentido.

CAPITULO IX
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9. Modelos hibridos de cognigcao simbdlica e vetorial

A tradicional dicotomia entre cognicao simbdlica e processamento algoritmico foi,
por décadas, a base das distingdes entre o humano e a maquina. De um lado, a
mente interpretante — capaz de operar com ambiguidade, elaborar inferéncias
nao-lineares, atribuir sentido e agir sobre a linguagem como campo de experiéncia
subjetiva. De outro, os sistemas computacionais — projetados para seguir
instrucdes formais, calcular probabilidades, operar padrdes e produzir respostas
sintaticamente plausiveis, mas semanticamente indiferentes. Essa clivagem,
herdeira direta das distingdes entre res cogitans e res extensa (Descartes, 1641), e
das formulagdes de Turing sobre maquinas como dispositivos formais de decisao
(TURING, 1950), sustentou as fronteiras ontoldgicas entre cognicao e calculo até a

emergéncia dos modelos de linguagem vetorializados.

No entanto, com o desenvolvimento das arquiteturas baseadas em attention,
embeddings e inferéncia probabilistica — especialmente os Transformers
(VASWAN!I et al., 2017) — esse limite comeca a ser tensionado. A linguagem, que
outrora marcava a exclusividade da mente humana, torna-se agora um territério
compartilhado. Nao porque as maquinas passaram a "compreender”, mas porque
ambas — mente e maquina — operam agora, simultaneamente, sobre signos. O
que se estabelece, nesse contexto, € uma zona de convergéncia pragmatica entre
operagbes simbdlicas e vetoriais, onde a interpretagcdo humana e a inferéncia

algoritmica se encontram para produzir sentido funcional.

Partimos, neste capitulo, da hipdtese de que vivemos uma transicdo rumo a
modelos hibridos de cognicdo, nos quais humanos e sistemas algoritmicos nao
apenas interagem, mas cooperam na constru¢do e modulagcdo do signo. A
semiodtica de Peirce ja apontava que o interpretante ndo é necessariamente
consciente, mas sim uma fungéo operativa que atualiza o signo em relacdo ao seu
objeto (PEIRCE, 1992). Ao aceitarmos essa ampliacdo, podemos considerar que ha
formas de semiose tecnicamente eficazes, ainda que destituidas de
intencionalidade subjetiva. O signo, assim, ndo pertence apenas ao sujeito — ele

circula por redes cognitivas mistas, nas quais vetores e ideias convivem.
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Essa nova ecologia interpretativa — onde embeddings substituem significantes e
redes neurais reformulam os atos de mediacdo — néo anula a diferenca entre
humanos e maquinas. Mas desloca o foco da comparagao para o da colaboracao
funcional. O objetivo, aqui, ndo €& postular equivaléncia, mas explorar
interoperabilidades: como o pensamento humano se transforma quando mediado
por vetores? Como os modelos podem ser apropriados como dispositivos de
ampliacao do raciocinio, da criatividade e da estética? E como podemos evitar que
essa convivéncia dissolva o sujeito, transformando a cognicdo em mera adaptacgao

probabilistica?
Este capitulo, portanto, sera desenvolvido a partir de quatro eixos estruturais:

1. Areconfiguracdo da mente humana diante das respostas vetoriais—como a
pratica cognitiva muda ao ser continuamente apoiada por sugestdes

geradas por IA;

2. A inteligéncia artificial como suporte simbolico-estético a deliberagao

humana - usos produtivos, éticos e criativos da cognigao artificial;

3. Arquiteturas cooperativas — quando humanos e maquinas participam, de

modo assimétrico, mas interdependente, da construgao do signo;

4. Cognicao distribuida e interpretabilidade técnica — propostas para manter a

criticidade simbodlica em um regime de linguagem vetorializada.

Essa investigacdo visa elaborar uma topologia da coghicdo em tempos de
linguagem partilhada, onde o vetor ndo substitui o sigho, mas se torna uma de suas
formas operativas. A linguagem, nesse cenario, deixa de ser uma exclusividade
humana e torna-se o espago comum onde mentes e maquinas se tocam — nem
como iguais, nem como inimigos, mas como coparticipantes de um mesmo campo

de operacao semiodtica.

9.1. Areconfiguragao do pensamento humano diante da linguagem vetorial
A linguagem é, como nos recorda Humboldt, ndo apenas um instrumento de
comunicacao, mas a propria “forma do pensamento” (die bildende Organ des

Gedanken) — isto é, um meio constitutivo da experiéncia cognitiva (HUMBOLDT,
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1999). Quando a linguagem muda, muda também a estrutura do pensamento. E
com a ascensao dos modelos vetoriais de linguagem, como os Transformers, essa
transformacao deixa de ser periférica para se tornar estrutural: ela reorganiza a
gramatica da mente. J4 ndo é a experiéncia simbdlica do signo humano que
organiza a relagcao com o texto — mas a exposicao constante a cadeias linguisticas
construidas por redes neurais que operam segundo padroes estatisticos de alta

complexidade (BENDER; KOLLER, 2020).

O sujeito, ao interagir cotidianamente com assistentes de escrita, sistemas de
busca com NLP avangado e modelos de sintese textual automatizada, passa a
pensar a partir de estruturas que nao sao produto de reflexdo, mas de inferéncia
probabilistica vetorializada. O que se altera ndo é apenas o conteudo do que se &
ou escreve, mas a forma mesma de pensar: a fluéncia da linguagem gerada induz
um tipo de raciocinio que privilegia a completude, a clareza e a previsibilidade, em
detrimento da hesitacao, da duvida e da reformulagao — marcas fundamentais do

pensamento interpretativo.

A consequéncia é o surgimento de uma cogni¢gdo adaptada ao texto preexistente.
Em vez de elaborar, o sujeito edita. Em vez de argumentar desde o vazio, reorganiza
aquilo que ja lhe foi dado. Como observa Byung-Chul Han (2021), a cultura
contemporadnea vem se afastando da negatividade reflexiva, daquela tenséo
produtiva que nasce da friccdo entre o pensamento e o mundo. A linguagem
vetorial, ao antecipar as respostas, esvazia essa negatividade e propde uma forma
de cognicao sem siléncio, sem intervalo, sem erro. O sujeito, diante da sugestao

algoritmica, tende a aceitar o fluxo — e ndo a interrompé-lo.

No entanto, a reconfiguragdo da cognicao nao é destino, mas campo de disputa. O
que se impode, neste ponto, é a conscientizacdo dessa transformacao. A linguagem
vetorial ndo precisa suprimir a cognigao critica — pode, ao contrario, ser usada
como provocagao, como ponto de atrito, como simulacdo a ser desmontada. O
modelo pode escrever um paragrafo — mas s6 o sujeito pode perguntar por que
aquele paragrafo foi escrito daquela forma. O vetor propde; o pensamento
contesta. Essa dialética é o que pode transformar a fluéncia automatica em

ocasiao pedagdgica, e ndo em subordinacgao interpretativa.
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Como lembra Vilém Flusser (1983), toda técnica que se interpde entre o sujeito e o
mundo precisa ser criticamente reinscrita em seu contexto cultural — caso
contrario, ela transforma-se em “fungao” e ndo em “relagao”. No caso dos LLMs, o
perigo estd em aceitar a linguagem gerada como destino textual. Mas o texto
automatizado, ainda que sedutor, ndo carrega experiéncia; ele carrega padrdes. E
pensar exige mais do que padrdes: exige a interrupg¢ao da cadeia, o gesto de negar

o provavel, a produgdo de um signo que nao cabe no vetor.

Portanto, a reconfiguracdo do pensamento humano diante da linguagem vetorial
ndo implica necessariamente sua diminuicAo — mas certamente exige sua
rearticulacao. Cabe agora ao pensamento reaprender a operar a linguagem a partir
de uma nova consciéncia: a de que nem todo texto é resultado de umavoz, e de que
o siléncio entre as palavras pode ser tdo importante quanto sua fluéncia. Pensar,

em tempos de vetorizagao, é reaprender a pausar.

9.2. A IA como suporte cognitivo — complementaridade e nao substituicao

A crescente integracdo de modelos de linguagem generativa nos fluxos cotidianos
de pensamento — da leitura analitica a escrita criativa, da busca informacional a
formulacao argumentativa — tem gerado tanto fascinio quanto temor. Para muitos,
a sofisticagcado dos outputs algoritmicos parece indicar uma iminente substituicéo
da cogni¢cdo humana. No entanto, essa leitura é superficial e, em ultima instancia,
epistemicamente equivocada. Como ja advertia Luciano Floridi (2014), os sistemas
de |IA ndo produzem conhecimento, mas informag¢des bem formatadas; nao
deliberam, apenas computam alternativas com base em pesos estatisticos. O que
geram sao simulacros plausiveis de raciocinio, e ndo pensamento propriamente

dito.

A inteligéncia artificial, nesse contexto, deve ser compreendida ndo como
antagonista da cognicdo humana, mas como sua extensdo técnica — ou, como
propoe Bernard Stiegler (2010), um pharmakon: ao mesmo tempo remédio e
veneno, depende de como é administrada. Quando utilizada criticamente, a IA
amplia as condi¢cdes operacionais do pensamento: permite a simulacdo de

contraexemplos, a experimentacao de formulagdes alternativas, a exploragao de
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estilos, metaforas e analogias que poderiam escapar a consciéncia imediata do
sujeito. Mas, para que essa expansao ndo reduza o pensamento a um consumo de
linguagem plausivel, € necessario manter o humano como instancia de validacao,

filtragem e reinvengéo dos signos gerados.

O texto automatizado pode ser util — mas nunca suficiente. Ele propde, mas nao
conclui; responde, mas ndo compreende; combina, mas ndo decide. A fungéao do
leitor, nesse arranjo, é ativar criticamente aquilo que a IA oferece como solugéo. O
modelo oferece fluidez — o sujeito deve oferecer resisténcia. O modelo generaliza
— o sujeito contextualiza. Essa assimetria funcional, longe de ser uma limitacao, é
uma estrutura produtiva: s6 ela permite que o humano opere como agente

epistémico e ético, enquanto o sistema permanece como agente estatistico.

Essa perspectiva é reforgada por autores como Sherry Turkle (2015), que defende a
necessidade de preservar espacos de siléncio e reflexdo frente a aceleracao
técnica das interagbes mediadas por maquina. A IA pode ser uma excelente
provocadora de pensamento — desde que o pensamento ainda esteja la para ser
provocado. Um paragrafo repetitivo pode ser o ponto de partida para uma reescrita;
uma explicacdo excessivamente clara pode ser questionada por omissdes; uma
resposta aparentemente perfeita pode ser desconstruida em sala de aula como

exercicio de suspeita interpretativa.

A complementaridade entre IA e cognicdo humana, portanto, exige uma pedagogia
da decisdo: o humano néo precisa competir com a IA em rapidez, fluidez ou
exatidao. Precisa fazer o que ela ndo faz — hesitar, duvidar, contradizer, reformular.
O gesto de interromper a sequéncia gerada e perguntar “isso faz sentido?” é, talvez,

o mais decisivo da inteligéncia humana em tempos de vetorizagdo do discurso.

Em ultimainstancia, aceitar a lA como suporte é reconhecer seu valor sem mitifica-
la. O vetor pode organizar a linguagem — mas apenas o sujeito pode habita-la. O
modelo pode gerar signos — mas apenas o humano pode torna-los significativos. E
é nessa divisdo lucida de papéis que se constréi uma ecologia interpretativa
madura, onde técnica e pensamento nao se opdem, mas colaboram — cada qual a

partir de sua natureza.
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9.3. Arquiteturas cooperativas - compartilhamento funcional do sigho

A relacdo entre humanos e sistemas de linguagem automatizada n&o precisa ser
pautada poruma légica de substituigao ou antagonismo. Ao contrario, o avanco das
tecnologias linguisticas — especialmente os modelos de linguagem baseados em
vetores — cria as condi¢des para uma nova forma de cooperacéo interpretativa. De
um lado, o sujeito interpretante, com sua memoaria, historicidade e capacidade
critica. De outro, um modelo treinado para simular coeréncia textual a partir de
padrdes estatisticos. Entre ambos, pode emergir um espago funcional
compartilhado, em que diferentes operagdes sobre 0 signo se articulam sem se

anularem.

Essa perspectiva se insere naquilo que alguns autores jd comegam a chamar de
cognicao assistida ou mediacao técnica expandida (Hollan, Hutchins & Kirsh, 2000;
Hayles, 2017). Nesses cendrios, ndo se trata mais de o humano manipular a
linguagem sozinho, nem de a maquina operar signos em isolamento. Trata-se de
arquiteturas cooperativas — configuragdes interacionais em que linguagem e
sentido sdo produzidos conjuntamente, ainda que por instidncias de natureza
diversa. A linguagem deixa de ser uma criagao exclusiva da consciéncia humana e
passaasertambém um campo técnico de operacdo, sem queissoimplique a perda

do sujeito, desde que ele se mantenha interpretativamente presente.

O texto gerado por IA, nessas arquiteturas, ndo é tomado como fim, mas como
matéria-prima semidética: um signo em estado bruto, a ser recortado, tensionado,
completado ou desconstruido. O papel do humano desloca-se do gesto criador ex
nihilo para o gesto editor, curador, reorganizador. Isso né&o significa
empobrecimento — ao contrario, amplia o campo de possibilidades. Como
argumenta N. Katherine Hayles (2017), a cognicao é distribuida ndo apenas entre
cérebros humanos, mas entre humanos e artefatos técnicos que compartilham a
manipulacdo de representagdes. Nessa linha, o modelo ndo entrega o
pensamento: entrega provocagodes. E o humano ndo consome linguagem: trabalha

sobre ela.
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Para que essa arquitetura funcione, é necessario que o sujeito compreenda
minimamente as légicas operacionais do modelo: como os prompts influenciam as
respostas, como os vetores constroem relagcdes semanticas, como a atencao
distribuida reorganiza o contexto. Essa compreensao ndo exige formacgao técnica,
mas sim literacia critica, conforme proposto por Angela M. S. Carvalho (2021), que
defende a formacdo de leitores capazes de identificar padrbes discursivos
automatizados e interrogar seus efeitos. O que estd em jogo € a qualidade da

interacdo — e ndo apenas a sofisticacdo da resposta.

Por outro lado, o préoprio modelo pode ser configurado para favorecer esse
ambiente dialégico. Prompts iterativos, temperatura ajustada, estimulo a
ambiguidade e controle semantico de contexto sdo modos de tornar o output
menos automatico e mais interpretavel. A arquitetura cooperativa nasce, assim, de
uma dupla disposi¢cdo: o modelo deve abrir margem para o pensamento, e o sujeito
deve assumir a responsabilidade de pensar. O texto automatizado, entdo, ndo é um

produto — é um ato inacabado, esperando sua continuidade interpretativa.

Essa concepcao é profundamente ética. Ela recusa tanto a delegagao cega quanto
a fetichizacdo da autoria humana isolada. O signo, ao ser manipulado
cooperativamente por calculo e interpretacao, deixa de ser uma forma fechada e
torna-se uma topologia aberta — uma instancia em que a linguagem é construida
por camadas, tensionada por operadores diferentes, e validada na friccdo entre

técnica e subjetividade.

9.4. Cognicao distribuida - linguagem como espaco coletivo de sentido

Pensar, no contexto contemporaneo, deixou de ser um ato puramente introspectivo,
isolado ou centrado no sujeito autbnomo. A construgcdo de sentido ocorre, cada vez
mais, em ambientes medidticos e computacionais em que diferentes agentes —
humanos, sistemas algoritmicos, protocolos técnicos, interfaces digitais — atuam
de maneira coordenada na elaboragdo simbolica do mundo. Essa dinAmica exige a
adocgao do conceito de cognicao distribuida (HUTCHINS, 1995), segundo o qual o

pensamento ndo esta contido exclusivamente em uma mente individual, mas ¢é
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partilhado entre elementos humanos e ndo humanos, em redes cognitivas

complexas.

Nesse modelo, a linguagem desempenha o papel de infraestrutura cognitiva: é por
meio dela que os sujeitos interagem com as maquinas, que os algoritmos
produzem respostas, que os sentidos sédo ativados e que 0s posicionamentos séo
articulados. Como afirma Bruno Latour (1999), nenhuma agéao é jamais puramente
humana; do mesmo modo, nenhuma significacao hoje é puramente simbdlica: ela
€ mediada por artefatos, por sugestdes automatizadas, por recombinacgdes
vetoriais. A linguagem torna-se, portanto, um espac¢o coletivo de sentido, onde
multiplas instancias operam sobre os signos, ainda que nem todas tenham

consciéncia de seu papel interpretativo.

A cognigao distribuida, no entanto, nao elimina a responsabilidade do sujeito. Ao
contrario: ela a desloca e a intensifica. O humano, nesse novo ecossistema, deixa
de ser o Unico agente interpretante, mas se torna o principal mediador critico. E ele
quem precisa sustentar a vigilancia sobre o fluxo continuo de linguagem, discernir
entre o que é interpretagao e o que é simulagao, e, sobretudo, reativar o sentido nos
pontos em que ele foi automatizado. Como destaca Katherine Hayles (2017), a
cognicao técnica pode operar sem consciéncia, mas seu produto ainda exige

leitores humanos capazes de interpretar efeitos ndo intencionais.

Essa redistribuicdo da cognicao exige também novas praticas pedagégicas e
epistemoldgicas. O leitor do século XXI precisa ser formado nao apenas para
interpretar textos, mas para interrogar arquiteturas textuais, analisar estruturas de
resposta, identificar vetores de previsibilidade. Como observa Pierre Lévy (1994),
pensar em ambientes digitais significa navegar fluxos de informacao que ja vém
formatados por regras técnicas invisiveis — e isso exige competéncias criticas
adicionais. O signo, nesse regime, ndo € mais dado: ele é construido iterativamente
por atores multiplos. A interpretacao, portanto, € uma tarefa reconstrutiva, que

opera sobre materiais ja em circulagao, mas que precisam ser ancorados de novo.

A linguagem, assim compreendida, ndo € mais expressdo de um sujeito isolado,

mas uma arquitetura relacional de processos — um espacgo onde o signo circula
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entre humanos e maquinas, entre vetores e valores, entre calculos e hesitagoes. A
funcao do intérprete € interromper o automatismo quando necessario, sustentar o
siléncio diante do excesso de resposta, reintroduzir a duvida no espaco da fluéncia
algoritmica. Em tempos de cognicao distribuida, pensar ndo é competir com a

maquina, mas sustentar o gesto simbodlico no meio da previsibilidade estatistica.
Conclusao - Pensar com vetores, interpretar com signos

A emergéncia dos modelos de linguagem baseados em vetorizagao nio representa
apenas uma revolucao tecnolégica — ela inaugura um novo regime epistémico em
que o pensamento humano passa a conviver, interagir e se reconfigurar a partir da
presenca constante de sistemas automatizados que operam linguagem. Como
demonstrado ao longo deste capitulo, ndo se trata de substituir a cognicao
simbdlica por estruturas matematicas, mas de reconhecer que a linguagem se
tornou o espaco hibrido onde essas duas formas de operar o mundo agora
coexistem.

Esse novo ecossistema demanda uma redefinicdo da agéncia cognitiva. O sujeito
humano nao perde sua centralidade interpretativa, mas precisa aprender a
partilha-la com sistemas que ndo pensam, mas simulam pensamento; que nao
interpretam, mas geram texto com aparéncia de interpretacao. Nessa convivéncia,
cabe ao humano sustentar aquilo que o vetor ndo alcancga: a hesitacao, a critica, a
ambiguidade, o valor, a ética, o siléncio. Como lembra Bernard Stiegler (2011), a
tecnologia nao é exterior a cognicao; ela a transforma desde dentro — e, porisso, a
tarefa contemporanea é reconfigurar a inteligéncia simbdlica diante do novo
cenario técnico.

A construcado de modelos hibridos de cogni¢cao nao significa diluir os limites entre
humano e maquina, mas traga-los com mais clareza, a fim de que a cooperacao
seja produtiva, critica e responsavel. A linguagem, nesse novo contexto, deixa de
ser apenas produto de uma mente individual e passa a ser o lugar onde signos,
vetores e estruturas técnicas se entrecruzam para formar sentido. Interpretar,
entao, torna-se um gesto ainda mais exigente: ndo basta compreender o texto — é
preciso interrogar sua arquitetura de geracao, seu contexto de operacao, sua légica

de completude.
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Neste capitulo, argumentamos que essa nova ecologia interpretativa exige quatro
deslocamentos fundamentais:
1. Reconhecer a reconfiguracdo do pensamento humano em contato com a
linguagem vetorial;
2. AssumiralA como suporte cognitivo complementar, e ndo como substituto;
3. Projetar arquiteturas cooperativas, em que linguagem automatizada e
interpretacao simbdlica operam de forma funcional,;
4. Compreender a cognicado como um processo distribuido e coletivo, em que
a linguagem é o elo semidtico entre humanos e sistemas.
Esse modelo hibrido, se bem compreendido, ndo ameaga o pensamento critico —
ele o desafia. Em vez de lamentar a presenca das maquinas no campo da
linguagem, este estudo propde que aprendamos a ler com elas, contra elas, apesar
delas. Pois 0 pensamento, como forma de resisténcia simbdlica, nunca foi apenas
calculo — sempre foi invencao diante do ja dito. E, agora, diante daquilo que é dito
antes mesmo que se deseje falar, interpretar sera, mais do que nunca, um ato de

liberdade intelectual e de reinvencao semiotica do humano.
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CAPITULO X

10. A linguagem como territério em disputa

A linguagem nunca foi neutra. Como afirmam Foucault (1971) e Barthes (1984), ela
organiza o mundo, define os possiveis, estrutura o imaginario e estabelece os
marcos do que pode ser dito, pensado e legitimado. Por isso, sempre foi — e
continua sendo — um territorio de disputa. Disputa por narrativas, por hegemonia
simbdlica, por representacao do real. Disputa entre sujeitos que desejam nomear
o mundo a partir de seus lugares, suas memarias e suas necessidades. Mas o que
caracteriza a contemporaneidade é a entrada de um novo operador nessa arena: a
linguagem automatizada, que atua sem intengcdo, mas com efeitos concretos; sem

consciéncia, mas com poder de modelagem discursiva.

Ao lado dos sujeitos, agora operam vetores, embeddings, mecanismos de atencéo
e funcoes de previsao probabilistica. Com eles, ingressam no campo linguistico
formas de produgéo textual que nao se apoiam na experiéncia, mas na estatistica;
que nao emergem da memédria, mas do calculo; que nao expressam um lugar de
fala, mas reencenam padroes majoritarios de uso da linguagem. Como propde
Byung-Chul Han (2022), vivemos uma transicado da linguagem como expressao do
espirito para a linguagem como fungcédo de desempenho. E nesse deslocamento,
abre-se um novo front da disputa simbélica: ndo mais entre conteudos, mas entre

regimes de producgao do sentido.

Este capitulo propde uma leitura da linguagem como espaco de tensao entre o
humano e o técnico, entre a interpretacao e o calculo, entre o vivido e o simulado.
Ao longo dos capitulos anteriores, observamos como os modelos de linguagem
generativa reorganizam a semiose, alteram o papel do leitor, desestabilizam a
autoria, aceleram o fluxo de signos e reconfiguram a cognicao. Agora, € necessario
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olhar para esse cendrio em sua dimensao politica e epistémica ampliada: o que

esta em jogo quando a linguagem, esse campo fundante da experiéncia cultural,

passa a ser operada por sistemas que ndo sentem, ndo respondem e nao se

responsabilizam?

Eixos do capitulo

Este capitulo final sera estruturado em cinco blocos interdependentes, com o

objetivo de mapear o campo discursivo contemporaneo como um territério

simbdlico em disputa:

1.

A luta pela legitimidade discursiva — Como a linguagem gerada por |IA
comecga a competir com os discursos humanos por espago, atencao e
autoridade, provocando o colapso dos critérios classicos de autoria e

veracidade.

Homogeneizagao cultural e verossimilhanga estatistica— Como os modelos
de linguagem, ao serem treinados sobre dados massivos e
predominantemente hegeménicos, tendem a reforcar estéticas

dominantes, apagando desvios e formas minoritarias de expressao.

Erosdo da alteridade simbodlica — Como a IA, ao simular linguagem com
sucesso crescente, substitui o estranhamento pela familiaridade, e a
dissonancia pela fluéncia— dissolvendo o espac¢o da diferenga como motor

da linguagem.

Formas de resisténcia interpretativa — Como a critica, a dlvida, o ensaio, a
hesitacdo e a reapropiacao do texto automatizado podem funcionar como

gestos éticos de recusa da passividade semiotica.

Uma ética da linguagem algoritmica — Como pensar, no horizonte da
automatizagéao, novas formas de responsabilidade textual, que incluam nao
apenas o conteudo do que se diz, mas quem diz, como foi dito, e quem pode

responder por isso.

Um convite ao posicionamento

102



Como lembra Judith Butler (2004), toda linguagem é um ato performativo — ela age
no mundo. Mas, agora, é preciso perguntar: guem age na linguagem quando
ninguém fala? A IA ndo tem intencao, mas suas frases tém efeito. Seus textos nao
tém autoria, mas moldam decisées. Seus enunciados ndo tém contexto, mas
interferem em contextos humanos. Por isso, pensar criticamente hoje é reivindicar
o direito de habitar a linguagem como campo interpretativo, € ndo apenas como

superficie fluente.

Este capitulo ndo propoe a rejeicao da linguagem automatizada. Ao contrario,
propode disputa-la como campo politico, simbdlico e epistemoldgico. Em vez de
aceitar a substituicao da experiéncia pelo calculo, ele defende areconexao do texto
com a vida — vida situada, histdrica, hesitante, subjetiva. Pois uma linguagem que
nado pode ser interrogada, responsabilizada ou contradita ndo é linguagem — é

algoritmo.

Se a linguagem é um territdrio, como sugeriu Deleuze (1991), entdo escrever, ler e
interpretar sdo atos de ocupacao critica. E, hoje, essa ocupacéo exige mais do que
expressao: exige estratégia. Exige que saibamos onde estamos quando
escrevemos, quando citamos, quando aceitamos um paragrafo gerado
automaticamente. Exige que saibamos com quem estamos disputando o sentido,

e em nome de que mundo.

10.1. A luta pela legitimidade discursiva — quem tem o direito de dizer?

Dizer é mais do que emitir palavras. E posicionar-se diante do mundo, ocupar um
lugar na rede simbdlica e assumir responsabilidade pelo que se afirma como
verdadeiro, valido ou significativo. Em qualquer sociedade, a linguagem é mediada
por critérios de legitimidade discursiva — estruturas de validagdo que regulam
quem pode dizer o qué, sob quais condigcbes, com que autoridade e para qual
publico. Esses critérios sdo historicamente construidos: sdo moldados pelas
instituicoes, pela escola, pelos regimes de letramento, pelas normas académicas

e pelos marcadores sociais de raca, género, classe e origem (BOURDIEU, 1991).

No entanto, com a ascensdo dos sistemas de linguagem automatizada, essa

configuracdo entra em crise. A linguagem deixa de ser exclusivamente humana e
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passa a ser operada por modelos estatisticos sem biografia, sem corpo e sem lugar
de enunciacdo. Um LLM (Large Language Model) nao possui memoaria social — ele
emula qualquer voz, assume qualquer estilo, ocupa qualquer posicdo discursiva
com fluidez, mas sem pertencimento. E ao fazer isso, desafia os critérios classicos
da legitimidade. Quem esta falando quando um parecer técnico, uma narrativa
histérica ou um manifesto politico é gerado por IA? Quem responde quando a

resposta é estatistica, e ndo experienciada?

Essaindeterminagdo inaugura um campo tenso entre fluéncia técnica e autoridade
simbodlica. A IA pode redigir um laudo juridico, uma crénica literaria ou uma tese
filos6fica — mas pode reivindicar lugar de fala? Pode enunciar sem poder
representar? Pode afirmar sem poder assumir? Como afirma Judith Butler (1997), o
poder de dizer esta ligado a possibilidade de ser interpelado — de responder e de
ser responsabilizado. Sem autoria, ndo ha posicionamento. Sem posicionamento,
ndo ha disputa. E sem disputa, a linguagem perde sua espessura histodrica,

tornando-se apenas performance sem consequéncia.

Ao mesmo tempo, o surgimento da IA reabre uma questao antiga: quem tem sido
historicamente autorizado a falar? Os modelos de linguagem sao treinados com
grandes volumes de dados, frequentemente marcados por hegemonias discursivas
— vozes dominantes, estilos padronizados, saberes centralizados. Isso significa
que os sistemas podem tanto reproduzir os silenciamentos estruturais da
sociedade, como também simula-los de forma equivoca. O perigo esta, como
alerta Spivak (1988), na substituicdo do subalterno por uma performance que o

imita— mas que nao responde por sua exclusao real.

Defender a legitimidade discursiva, nesse contexto, ndo significa proteger o
monopdlio humano sobre a linguagem, mas recolocar no centro da semiose
contemporanea a questao do lugar de enunciacéo. A linguagem automatizada, ao
mesmo tempo que embaralha os sinais de autoria, exige do leitor uma postura
criticarenovada: quem esta autorizado a dizer isso? Com base em que experiéncia,
em que contexto, em que relagcao de poder? Se o texto ja ndo revela com clareza
quem o escreveu, o intérprete precisa ativar essa pergunta como gesto ético: quem

se beneficia com essa enunciagao? E quem é deixado em siléncio?
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Como lembra bell hooks (1990), falar é um ato politico. E também um ato de
resisténcia. Em tempos de linguagem automatizada, reivindicar o direito de dizer é
reivindicar o direito de existir simbolicamente. E isso implica defender que todo
signo, mesmo 0 aparentemente neutro ou gerado automaticamente, carrega
consequéncias discursivas. O risco nao esta na presengca da IA, mas na

naturalizacdo de uma linguagem sem sujeito, sem conflito, sem mundo.

10.2. Ahomogeneizacao do discurso - o risco da estatistica cultural

Toda linguagem carrega marcas de singularidade: ritmo, estilo, vocabulario, modos
de construir o mundo. Essas marcas ndo sdo apenas ornamentais — elas emergem
da histéria, da geografia, da subjetividade, do conflito e da exclusao. Dois textos
sobre o mesmo tema podem soar radicalmente diferentes porque sao atravessados
por repertorios dissonantes, afetos uUnicos, tensdes sociais e cosmovisdes
incompativeis. Essa multiplicidade constitui a riqueza simbdlica das culturas, o
direito & opacidade, que Edouard Glissant (1990) reivindica como resisténcia a

totalizacéo e a legibilidade forgada.

No entanto, os modelos de linguagem baseados em vetores operam sob uma outra
légica — a légica da probabilidade linguistica. Ao serem treinados em corpora
gigantescos e ao preverem a proxima palavra com base em coocorréncias
estatisticas, os LLMs nao reproduzem a linguagem tal como ela é vivida, mas tal
como ela foi quantificada. E é nesse ponto que emerge um risco silencioso, porém

profundo: o risco da homogeneizacgao discursiva por estatistica cultural.

Afluénciatextualtorna-se o critério maximo. Os modelos tendem a privilegiar o que
€ mais dito, mais aceito, mais compativel com os padrdes centrais. O resultado é
um discurso sintaticamente correto, semanticamente plausivel — mas
esteticamente nivelado. A diferenca vira ruido; a ruptura, erro; a margem, um desvio
a ser corrigido. Como alertam Deleuze e Guattari (1975), a linguagem se torna um
vetor de captura, onde os fluxos de diferenca séo territorializados pelas normas da

clareza, da coesao e da previsibilidade.

Esse processo ndo é apenas estético — é profundamente politico. As linguas

minoritarias, os dialetos dissidentes, os registros contra-hegemaénicos, as girias
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insubmissas, os tragos decoloniais, as variagdes queer, os arquivos ndo brancos —
todos tendem a ser apagados ou traduzidos por versdes palataveis aos modelos. A
IA, nesse cenario, age como operadora de uma normose simbdlica (Preciado,
2020): uma normatizagao invisivel, que transforma a pluralidade em eficiéncia e a

diferenga em excecgéo.

Ahomogeneizagio discursiva ndo apenas limita como se escreve — ela reconfigura
como se pensa. Quando o pensamento se alimenta de estruturas textuais ja
otimizadas, a tensdo interpretativa — motor do conhecimento critico — se
enfraquece. O estilo vira féormula. A critica vira reformulagado elegante. A
dissonancia vira harmonia pré-formatada. Como lembra Jean-Luc Nancy (2007),
pensar exige friccdo com o indizivel. E o modelo estatistico, ao entregar o que é mais
provavel, exclui precisamente o que ainda nao foi dito — aquilo que poderia

transformar a linguagem.

Porisso, a defesa da pluralidade linguistica € uma forma de resisténcia epistémica.
Nao se trata de rejeitar o texto gerado por IA, mas de recusa-lo como norma. O
automatismo textual pode ser Util, sim — mas nao deve se tornar parametro. O
signo que interessa a cultura é aquele que ainda perturba, ainda incomoda, ainda

escapa ao calculo.

A linguagem nao precisa ser sempre clara, limpa, objetiva ou neutra. Ela pode — e
muitas vezes deve — ser dificil, dissonante, incoOmoda, excessiva. Pois é nesse
excesso, nessa fratura, nessa friccado com o legivel, que ela continua viva — e

continua capaz de dizer o que o mundo ainda nao permitiu dizer.

10.3. A erosao da alteridade — quando a linguagem deixa de encontrar o outro

A linguagem é, por exceléncia, o lugar do encontro com o outro — n&o apenas com
aquele que responde, mas com aquele que interrompe. Ela nos expde a modos de
vida que desconhecemos, a sensibilidades que desafiam nossas certezas, a vozes
que nos deslocam. Ler é ser interpelado; escrever é correr o risco de ser
incompreendido. A linguagem s6 se torna ética, como nos lembra Emmanuel
Levinas (1961), quando nao reduz o outro ao Mesmo — quando permite que o outro

preserve sua opacidade, sua resisténcia, sua radical diferenca.
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Contudo, a medida que os sistemas de linguagem automatizada se tornam centrais
na mediacdo simbdlica, essa funcao alteritaria da linguagem comeca a se desfazer.
Os modelos de linguagem nao encontram o outro — eles o simulam. O que
oferecem é variagcdo interna ao ja conhecido, recombinacdo de registros,
permutacao de estilos. A diversidade que produzem é formal, nao experiencial;
combinatéria, ndo relacional. O “outro” que aparece em seus textos € uma mascara

probabilistica — um reflexo sofisticado do Mesmo.

Essa simulacdo de alteridade empobrece a experiéncia simbdlica. O texto
automatizado ndo interpela — ele antecipa. Ndo contraria — ele acomoda. N&o
desafia — ele entrega. O resultado € uma linguagem que ja ndo exige escuta, nem
espera. Tudo se torna fluente, adaptavel, reconhecivel. Como alerta Jean-Luc
Nancy (2000), quando a linguagem deixa de comportar o “entre” — o espag¢o onde
o sentido se fratura, hesita ou se retrai —, ela se torna mero transporte, ndo
comunicacao. O outro se dissolve, e o0 sujeito sé encontra a si mesmo, reforgado

pela previsibilidade da maquina.

Essa erosao da alteridade ndo é apenas estética — € politica. Como aponta
Edouard Glissant (1990), a alteridade ndo é sé diferenca: é opacidade
irreconcilidvel, € o direito de ndo ser traduzido, de ndo caber. O modelo, ao
contrario, busca encaixar —tornar tudo legivel, linear, similar. E com isso, promove
um processo de domesticacao simbdlica: o estranho vira ruido, o ambiguo vira erro,
o dissidente vira inadequado. O discurso perde o confronto, € com ele, perde a

possibilidade de transformacéo.

Essa condicao reconfigura profundamente a escuta. Quando os sujeitos se
habituam a textos que nao os desafiam, que ja chegam organizados, otimizados e
bem articulados, a experiéncia do encontro se esvazia. A linguagem deixa de ser
ponte e vira espelho. E sem alteridade, como lembrou Bakhtin (1986), ndo ha

sentido pleno — ha apenas mondlogo disfarcado de didlogo.

Preservar a alteridade, nesse cendrio, é uma exigéncia ética e epistémica. E permitir
que a linguagem contenha falhas, hesitagdes, siléncios. E cultivar o incémodo do

que nao se entende logo, do que nao se encaixa, do que exige escuta ativa. Pois é

107



nesse incOmodo que o pensamento se amplia. O outro — o real, ndo o simulado —
ndo cabe em embeddings. Ele desestabiliza, interrompe, rasura. E é justamente por

isso que pensar ainda exige linguagem viva, e nao sé linguagem plausivel.

Manter a alteridade no centro da linguagem é manter aberta a possibilidade de
futuro — pois o novo sé vem do que néo se reconhece de imediato. O mesmo

conforta; o outro transforma.

10.4. Resisténcia interpretativa — sustentar o conflito, ndo apenas administrar

o sentido

Em tempos de linguagem automatizada, a interpretagdo corre o risco de se tornar
um gesto redundante. A promessa de textos prontos, fluentes, semanticamente
organizados e esteticamente aceitaveis desloca o leitor de sua posicao ativa e o
reposiciona como consumidor de respostas. A linguagem, quando convertida em
entrega otimizada de sentido, perde sua friccdo constitutiva — torna-se meio de
gestdo, e ndo de descoberta. E nesse contexto que a resisténcia interpretativa
emerge ndao como nostalgia da leitura critica, mas como exigéncia ética: sustentar

o conflito, mesmo quando tudo convida a pacificagao do sentido.

Interpretar, como ja advertia Hans-Georg Gadamer (1960), ndo € extrair um
conteudo oculto de um texto, mas colocar-se em relagdo com sua alteridade
histérica e semantica. Ler é entrar em tensao com o dito, ndo apenas confirmar o
que ja parece claro. A experiéncia hermenéutica sé se realiza quando o intérprete
nao fecha o texto, mas o reabre, deslocando suas evidéncias e interrogando suas

premissas.

A linguagem gerada por IA, ao oferecer respostas coerentes e adaptadas ao
contexto, tende a apresentar-se como encerramento. Ela afirma, conclui, entrega.
O conflito desaparece, substituido por performance textual. O leitor, se ndo estiver
atento, cede a fluidez — e com ela, renuncia a duvida, a hesitagcédo, ao confronto.
Paul Ricoeur (1976) nos lembra que a leitura s6 se torna ética quando o texto deixa
de ser objeto e passa a ser interlocutor. Resistir, nesse caso, é insistir na

interlocugdo mesmo diante da maquina.
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Essa resisténcia ndo é recusa da IA — é recusa da passividade. E a decisdo de nao
aceitar a linguagem como algo inteiramente dado. E o gesto de transformar o texto
previsivel em terreno de deslocamento. Roland Barthes (1971) distingue o “texto de
prazer” do “texto de gozo” — sendo este ultimo o que rompe a linearidade, que
fratura a expectativa, que obriga o leitor a se posicionar. O texto automatizado, ao
operar com padrdes de verossimilhanga, tende a reproduzir apenas o prazer da
fluéncia. Cabe ao leitor, entdo, provocar o gozo do estranhamento, reabrindo

sentidos ja estabilizados.

Resistir é também desacelerar. E interromper o ritmo da produtividade
interpretativa. E recusar o automatismo de clicar, copiar, colar. E recolocar o tempo
da leitura como tempo de escuta, e o tempo da escrita como tempo de hesitagcéo.
Num mundo regido pela urgéncia da entrega e pela normatividade do conteudo

bem formulado, a lentidao interpretativa é subversiva.

Mais do que uma técnica, interpretar é uma ética. E sustentar o peso do signo,
mesmo quando ele se apresenta leve demais. E fazer do paragrafo um campo de
disputa e do enunciado, um convite a desconfianga. Interpretar, em ultima
instancia, € impedir que o texto se feche sobre si mesmo — e exigir que ele seja,

sempre, reaberto ao mundo.

Assim, a resisténcia interpretativa é o ultimo bastido simbdlico frente a
neutralizacao algoritmica da linguagem. Nao como defesa reativa, mas como
escolha deliberada de habitar o signo como campo de tensédo e ndo como entrega.
Pois 0 que esta em jogo ndo é apenas a legibilidade dos textos — €& a propria

liberdade de pensar com palavras que ainda ndo foram decididas por outro.

10.5. Etica da linguagem - proteger o espaco do signo contra a neutralizagdo
do humano

Alinguagem é, antes de tudo, um espaco de relacdo. Ela nao acontece no vazio: s6
existe porque ha alguém que ousa nomear e alguém que arrisca escutar. Falaré um
gesto de exposicdo. Escrever, uma forma de inscrever-se no mundo. Ler, uma
aposta de presenca. Essa relacdo nao € neutra — é sempre tensionada por afetos,

assimetrias, contextos e responsabilidades. O signo ndo é apenas coédigo: ¢é
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acontecimento entre sujeitos. E por isso, a linguagem exige uma ética — nao de

regras, mas de envolvimento.

Com a entrada da inteligéncia artificial como agente operacional da linguagem,
essa exigénciatorna-se ainda mais urgente. Os modelos calculam sentido, mas nao
o vivem. Geram textos, mas nao respondem por eles. Operam o signo como
estrutura, mas nédo o habitam como gesto. A linguagem que emerge dos sistemas
generativos tende, assim, a perder suas marcas de vulnerabilidade, risco e

responsabilidade — aquilo que, em ultima instancia, a torna humana.

Segundo Mikhail Bakhtin, todo signo é ideoldgico, pois nunca é neutro: ele reflete e
refrata as relagdes sociais nas quais foi produzido. Judith Butler avanga nessa
direcao ao afirmar que toda fala performativa é também um ato politico, que
inscreve o sujeito em uma rede de implicagdes. Emmanuel Levinas, por sua vez,
nos lembra que o rosto do outro é o que interrompe a fala automatica — introduz o
peso ético do dizer. Quando a linguagem se automatiza, o que estd em risco nao é

a clareza, mas a presenca: o texto deixa de carregar o corpo, a histdria, o erro.

A ética da linguagem, nesse cenario, nao é um apéndice normativo — é uma forma
de manter vivo o espacgo simbélico do humano. E reconhecer que o texto, mesmo
quando gerado por IA, circularda entre sujeitos, afetara decisdes, moldara
imaginarios, sustentara verdades provisoérias. Proteger esse espago do signo €
impedir que ele seja transformado em apenas mais um dado, mais uma entrega,

mais um resultado.

Isso exige uma ética da opacidade — como defende Edouard Glissant—, onde nem
tudo precisa ser claro, resolvido, evidente. O texto pode hesitar, pode falhar, pode
conter o ndo dito. Pois é justamente essa falha que abre espaco para o outro. E na

dificuldade de dizer que o sujeito aparece. E no risco de ndo ser entendido que a

linguagem se torna compromisso.

Manter a linguagem viva, portanto, € manter o conflito, o siléncio, o corpo, o desejo.
E lembrar que escrever é se expor ao erro, e que ler é assumir a tarefa de responder

— nao apenas com compreensao, mas com posicionamento. A ética da linguagem
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é, assim, uma ética do vinculo: ela protege o signo como lugar de encontro, e nao

como entrega.

Ao final deste estudo, impde-se um imperativo que ja ndo é apenas tedrico, mas
politico— proteger a linguagem contra a sua neutralizagao automatizada. Nao para
impedir o avango técnico, mas para garantir que esse avango nao nos retire o direito

de dizer — e de sermos transformados pelo que dizemos.

Conclusao - Habitar a linguagem em tempos de disputa vetorial

Ao longo deste capitulo, observamos como a linguagem, longe de ser uma
operagdo neutra ou meramente funcional, se apresenta como um territério
permanentemente disputado — por sujeitos, institui¢cdes, algoritmos e arquiteturas
técnicas. Se, por séculos, essa disputa ocorreu entre diferentes vozes humanas em
confronto simbdlico, hoje ela se desloca para um plano novo e perturbador: a
coexisténcia tensa entre produgcao subjetiva e automatizagdo estatistica do

sentido.

Vimos que os modelos de linguagem, ao operarem sem memoria, sem corpo e sem
responsabilidade, podem enfraquecer os marcos cldssicos de legitimidade
discursiva, apagando a autoria, simulando alteridade e produzindo textos que
parecem dizer, mas que nao respondem por nada. Nesse cenario, a fluéncia torna-
se critério de verdade, e a performance técnica ameaca substituir a experiéncia

interpretativa como fundamento do saber.

Entretanto, esta obra ndo propde uma recusa ao avango tecnoldégico — mas sim
uma reconceituacao critica das condi¢cdes de producao e recepcgao dos signos na
era dos vetores. A linguagem automatizada pode ser uma ferramenta poderosa,
mas nao deve ser o fim do processo interpretativo. Ela precisa ser situada,
interrogada, problematizada. Mais do que nunca, torna-se necessario cultivar
formas de resisténcia interpretativa, capazes de manter viva a opacidade, a

ambiguidade, o risco e o conflito como fundamentos da linguagem humana.

Se ha algo a defender, é a linguagem como lugar de alteridade, como campo de

friccdo simbdlica, como territdrio habitado por sujeitos — e ndo apenas operado
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por modelos. Isso exige uma ética do signo, comprometida nao com a eficiéncia da
resposta, mas com a possibilidade do dissenso, com a dignidade do siléncio, com

a abertura ao outro que ainda nao falou.

Em tempos de automacgao semidtica, pensar a linguagem é escolher um lado: entre
o calculo e o julgamento, entre a simulagcdo e a escuta, entre a clareza
automatizada e o sentido vivido. E escolher um lado, aqui, ndo é tecnofobia — é

responsabilidade simbdlica.

A linguagem continua sendo o que nos constitui. Mas agora, mais do que nunca,
somos noés que precisamos decidir como vamos constitui-la. Ndo apenas escrevé-
la — mas habita-la, protegé-la, transforma-la. Pois, como dizia Roland Barthes, a
linguagem é fascista — ela imp6e sempre uma forma. Cabe a nds decidir se essa
forma serd automatizada e lisa, ou carregada de sujeitos, rupturas e sentidos por

Vir.

EPILOGO

Por uma ética interpretativa da linguagem em tempos de vetores

O percurso realizado ao longo deste estudo teve como ponto de partida uma
premissa simples, mas radical: a linguagem estda mudando — e com ela, tudo o que
depende dela. Pensar, aprender, interpretar, ensinar, decidir, criar, resistir — todas
essas praticas sdo mediadas por signos. E quando os signos passam a ser operados
por sistemas que ndo sentem, ndo vivem e ndo respondem, a propria ideia de

experiéncia simbdlica precisa ser repensada.

A proposta aqui desenvolvida nao foi descrever techicamente o funcionamento dos
modelos de linguagem, nem tampouco condena-los em nome de uma pureza
perdida dalinguagem humana. O que se construiu foi uma epistemologia semiética
critica e aplicada, capaz de articular, com rigor e sensibilidade, os modos pelos
quais esses sistemas reconfiguram as operagdes do signo em seu plano mais

elementar: o da construcéo de sentido.
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Esse esforco exigiu ndo apenas revisitar categorias fundamentais da semidtica
(como autoria, alteridade, interpretante, enunciacdo e conflito), mas também
propor uma leitura ampliada da cognicao contempordnea como processo hibrido,
distribuido e assistido por arquiteturas vetoriais. Exigiu também um mergulho nos
efeitos éticos, culturais e educacionais dessa nova ecologia linguistica, marcada

pela fluidez automatizada e pela crescente delegagao do juizo.

O ponto central que emerge ao final do estudo é claro: ndo estamos diante de um
problema técnico, mas de uma questao simbodlica. O que estd em jogo € a prépria
condicao de possibilidade da linguagem enquanto lugar de subjetividade, de
encontro, de transformacao e de resisténcia. A ameaca real ndo é a existéncia da
IA, mas a naturalizacdo da linguagem como produto calculado, desprovido de

tensé&o e responsabilidade.

E por isso que este trabalho culmina com uma proposta que néo é apenas tedrica,
mas politica no sentido mais profundo do termo: a construgdo de uma ética
interpretativa da linguagem. Uma ética que recusa o automatismo da resposta
pronta, que sustenta o desconforto da leitura critica, que exige a visibilidade da
autoria e a preservacgao da diferenca. Uma ética que compreende que o texto nao é

apenas aquilo que se diz, mas o lugar onde alguém se arrisca a dizer.

O futuro da linguagem néo est4 escrito — e talvez seja essa sua maior forgca. Cabera
a noés decidir se aceitaremos uma cultura do sentido pré-formatado, ou se teremos
coragem de continuar interpretando. Pois, em tempos de vetores, atencédo e

embeddings, interpretar € o novo ato de liberdade.

E que esse gesto permaneca intransferivel.
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